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Editorial—Journal Distribution Change

Starting with Volume 99 in 1996, Society membéother than studenksvere given
three optional ways to receive tleurnatl (a) continue receiving the entirdéournal in
monthly issues in printed form(p) receive the entirdournal in cumulative bimonthly
CD-ROM issues, the sixth issue containing both volumes for that calendar (ggar;
receive monthly an offprint of the front part of thkwurnal containing acoustical news
(USA, International, Standargsviews (FORUM section, reviews (of books and pat-
ent9, tutorial or research articles selected for broad interest, and the table of contents for
the entire issue of thdournal Each option had different advantages and was chosen by
a significant percentage of the membership.

Combinations of options were also offered but were chosen initially by relatively
few members. CD-ROM recipientincluding all student membeérseard from the So-
ciety less frequently, and required access to computers for reading and printout. A sug-
gestion was received from numerous individuals for phimted offprint portion to be
available to all members including those members and student members now receiving it
only on the CD-ROM.

After a mail questionnaire sampling survey of the membership the Executive Coun-
cil decided to adopt this suggestion, starting with Volume 103 in January 1998. The
offprint portion of theJournalmay be renamed to distinguish it by content rather than by
the process of its production, but it will still be the front part of theurnal. It will
continue to evolve in format and content for the benefit of the members and the Society.

DANIEL W. MARTIN
Editor-in-Chief
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ACOUSTICAL NEWS—USA

Elaine Moran

Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

Preliminary notice: 134th meeting of the
Acoustical Society of America

The 134th meeting of the Acoustical Society of Amer{ge&SA) will

be held Monday through Friday, 1-5 December 1997 at the Town and
Country Hotel, San Diego, California. Registration will begin Sunday, 30 Signal processing for multi-channel

November, at 3:00 p.m.

For information about the technical program refer to the “Meetings”
section on the ASA Home Page at http://asa.aip.org/

Technical program and special sessions

The technical program will consist of lecture and poster sessionsSources of individual variability in

Effects of fetal noise and vibration
exposure

Acoustics in multimedia—
Perceptual issues

Noise/Psychological and
Physiological Acoustics

Signal Processing in
Acoustics/Psychological
and Physiological Acoustics/
Speech Communication

Signal Processing in
Acoustics/Structural
Acoustics and Vibration

Speech Communication

vibrational analysis

Basic science at the intersection of
speech science and communica-
tion disorders—workshop

Phonetic perception and word rec-
ognition

Speech Communication

Speech Communication

Technical sessions will be scheduled Monday through Friday, 1-5 Decem- SPeech production and perception

ber. The following special sessions are planned for invited and contribute@?mpmaﬂona' vibroacoustics

papers:

Special Sessions

Subjects
Acoustic observations of ocean
ridge processes

Ambient noise inversions

Stochastic inverse methods applied
to ocean processes

Acoustics of reptiles and amphib-
ians

Biologically inspired acoustics
models and systems

Instrumentation in animal bioacous-
tics

C. Scott Johnson session: Whale
and dolphin acoustics

Recording and production studios—
poster session

Paul Veneklassen memorial session
Loudspeakers for listening spaces

Impact of real time signal process-
ing on acoustical measurement
techniques

Hands on acoustics for high school
students

Informal  science
acoustics

Take fives: Sharing ideas for teach-
ing acoustics

Acoustic systems designed for harsh
environments

Advanced techniques in ultrasonic
nondestructive evaluation

Advances in microfabricated accel-
erometers

Fiber optic sensors for acoustic ap-
plications

Computer jazz improvisation
Performance anxiety
Piano

Allocation of hearing loss—Where
does hearing loss come from?

Annoyance from construction noise

Computational aeroacoustics

Measurement errors and calibration
tolerances

Session in honor of Robert W.
Young

education in
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Sponsoring Technical
Committees/Groups
Acoustical Oceanography
Acoustical Oceanography
Acoustical Oceanography/
Underwater Acoustics
Animal Bioacoustics
Animal Bioacoustics
Animal Bioacoustics
Animal Bioacoustics
Architectural Acoustics
Architectural Acoustics

Architectural Acoustics/
Engineering Acoustics

Architectural Acoustics/Signal
Processing in Acoustics
Education in Acoustics
Education in Acoustics
Education in Acoustics
Engineering Acoustics
Engineering Acoustics
Engineering Acoustics

Engineering Acoustics

Musical Acoustics

Musical Acoustics
Musical Acoustics
Noise

Noise
Noise/Engineering Acoustics
Noise/Engineering Acoustics

Noise/Musical Acoustics/
Underwater Acoustics

0001-4966/97/102(3)/1255/13/$10.00

Structural Acoustics
and Vibration

Underwater Acoustics/
Acoustical Oceanography

FEM, BEM, SEA

Direct and inverse methods in
strongly range-dependent environ-
ments

Advances in underwater acoustic
range technology: Communica-
tion, tracking and installation

Underwater Acoustics/
Engineering Acoustics

Other lectures

The Technical Committee on Architectural Acoustics will sponsor a
Vern O. Knudsen Distinguished Lecture to be presented by Christopher
Jaffe of Jaffe Acoustics, Norwalk, Connecticut.

Tutorial lecture, short courses, hot topics

The Tutorials Committee has planned a Tutorial Lecture on “The
Dolphin Echolocation System” and three short courggsinverse Methods
in Ocean Acoustics/Acoustical Oceanograpt®;Array Measurements and
Near-field Acoustical Holography; an@) Basic Digital Signal Processing
in Acoustics. See the following articles in this news section for full details
on these lectures and short courses. A “Hot Topics” session sponsored by
the Tutorials Committee is also planned.

Program

An advance meeting program summary will be published in the Octo-
ber issue of JASA and a complete meeting program will be mailed as Part 2
of the November issue. Abstracts will be available on the ASA Home Page
(http://asa.aip.orgin mid-October.

Student transportation subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a written proposal to be received by 15 September: Elaine Moran, ASA, 500
Sunnyside Blvd., Woodbury, NY 11797, 516-576-2360, FAX: 516-576-
2377, E-mail: asa@aip.org. The proposal should indicate your status as a
student, whether you have submitted an abstract, whether you are a member
of ASA, method of travel, whether you will travel alone or with other
students, names of those traveling with you, and approximate cost of trans-
portation.

© 1997 Acoustical Society of America 1255



Students meet members for lunch Accompanying persons program

The Education Committee has established a program for students to ~ Accompanying persons are welcome. A Hospitality Room will be
meet with members of the ASA over lunch. Students should sign up at thepen from 4:00 to 6:00 p.m. Sunday, 30 November and daily Monday
registration desk at the meeting. Members who wish to participatethrough Friday, 8:00 to 11:00 a.m. Special activities will be planned as well
should contact Scott D. Sommerfeldt, Tel.. 801-378-2205, E-mail:as tours to Wild Animal Park, San Diego Zoo, Sea World, Tijuana, Old
s_sommerfeldt@byu.edu prior to the meeting. Participants are responsiblEown, and the Aquarium.
for cost of their own meal.

Air transportation

Plenary session, awards, Fellows’ luncheon and social events The Lindbergh International Airport is served by all of the major air-
lines.
Complimentary buffet socials with cash bar will be held early on Tues-

day and Thursday evenings, 2 and 4 December. The Plenary session will

held on Wednesday afternoon, 3 December, where Society awards will b

presented and recognition of Fellows will be announced. A Fellows’ Lun- The Town and Country Hotel is located at the intersection of Interstate

cheon will be held on Thursday, 4 December; ASA Fellows may purchase and Interstate 5. Transportation from the airport to the hotel may be by

tickets at the meeting. taxi or by Cloud 9 limousine. The taxi fare is about $15 and the limousine is
$7.

round transportation

Exhibits Hotel accommodations

An equipment exhibition for the meeting will be held at the Town and The Town and Country Hotel is the Conference hotel and all of the

Country Hotel, 2-3 December. ‘I_'he exhlbmo_n will include active noise rooms and suites have been reserved at the following special rates. Garden:
control systems, computer-based instrumentation, sound level meters, soug 5/single or double; Towers: $95/single or doulb@hildren under 18 stay
intensity systems, signal processing systems, devices for noise control a e when staying with parents and utilizing existing bed® reserve a
acoustical materials. Organizations interested in exhibiting should contact o call 1-800-772-8527619-291-7131; FAX: 619-291-358%r send
Robert Finn_egan, Advertising and Exhibits, American Institute of PhySiCS’reservation by mail to: Town & Country Hlotel, 500 Hotel Circle North, San
500 Sunnyside Blvd., Woodbury, NY 11797; Tel. 516-576-2433; FAX 516- pyja A 92108. The hotel accepts Visa, MasterCard, American Express,
576-2481; rgf@aip.org. Discover, Diners Club, and Carte Blanche credit cards.

When making reservations please ensure that the Acoustical Society
name is used so that you will be given the discounted conventionMate
reservations before the ASA room block cut-off date of 8 November

Authors are requested to provide one paper copy of their projection
material and/or papés) to the Paper Copies Desk in the Registration areayeather
upon arrival. The copy should be material on one side only on 8112

inch or A4 paper suitable for photocopy reproduction. Copies of available _ The weather in San Diego the first week of Decemiaer always is
papers will be made for a nominal charge. mild with very little humidity. The day temperature will range between

18-21 °C(65-70 °H while the night temperature will hover around 13 °C
(55 °F). Occasional desert windshe infamous Santa Anngathat last 1-3

Technical tours days may also occur during that time with the daytime temperature ranging
to 27 °C(80 °F). The daily probability of raifmore than 0.5 cmis 9%.

Paper copying service

Technical tours have been arranged for ANOMSrport Noise and
Operations Monitoring SystexmmHubbs-Sea World Research Institute, and CHARFES E SCHMID
to the Navy Marine Mammal Research Laboratory. A schedule of tours andFXecutive Director
sign-up sheets will be available at the meeting.

Tutorial lecture on Dolphin Echolocation
Registration System

Registration will begin Sunday afternoon, 30 November, at 3:00 p.m. A Tutorial Lecture on The Dolphin Echolocation System will be pre-
at the Town and Country Hotel. Checks or travelers checks in U.S. fund§ented by Whitlow W.L. Au, Hawaii Institute of Marine Biology, Kailua,
drawn on U.S. banks and Visa, MasterCard, and American Express credifawaii, at 7:00 p.m. on Monday, 1 December.
cards will be accepted for payment of registration. The registration fee is ABSTRACT
$200 for members of the Acoustical Society of America. The registration . . . .
fee is $245 for nonmembers and $35 for Emeritus members of @eri- 1€ dolphin echolocation systemWhitlow W.L. Au (Marine Mammal
tus status pre-approved by ASand accompanying persons. One-day reg- Research Program, Hawaii Inst. of Marine Biology, P.O. Box 1106, Kailua,
istration is available at $100 for members and $125 for nonmembers. Al 996739 . -
nonmember who pays the $245 nonmember registration fee and simulta- The sonar of dolphins may be the most sophisticated of all sonar

neously applies for Associate Membership in the Acoustical Society ofSystems, biological or man-made, in shallow waters and for short ranges.

America will be exempt from dues payment for the first year of membershipThe Atlantic bottlenose dolphin emit short durati0—70 us), high fre-

(1998. Invited speakers who are members of the Acoustical Society ofduency(120-140 k,HZ broadband40-50 kHz2 echolocation signals with
America are expected to pay the registration fee, but nonmember inviteff€ak-to-peak amplitudes up to 228 dB1 nPa. The type of signals used by

speakers who participate in the meeting for one day only may register Withgolphins play a significant role ir_1 their sonar discrimina;ior? capabilities._
out charge. Nonmember invited speakers who wish to participate in th hey have been observed detecting, classifying, and retrieving prey that is

meeting for more than one day will be charged the member registration feBUried in sandy bottom up to a depth of about 0.3 m. In addition, controlled
of $200, which will include a one-year membership in the ASA upon echolocation experiments have shown that dolphins can discriminate wall
completion of an application form at the meeting. There is no fee for stu-thickness, material composition, shape, and size of targets. The echolocation
dents with active student identification cards. system of dolphins will be discussed in three parts. The first part will con-
sider the properties of the receiving systé@mditory capabilities The sec-
ond part will deal with the characteristics of echolocation signals and the
Assistive listening devices third part will consider several sonar capabilities.

Anyone planning to attend the meeting who will require the use of an
assistive listening device, is requested to advise the Society in advance
the meeting by writing to: Acoustical Society of America, 500 Sunnyside Notes summarizing the lecture will be available at the meeting. Those
Boulevard, Woodbury, NY 11797. who register by 17 November are guaranteed receipt of a set of notes.

LTecture notes
0
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Tutorial lecture preregistration tute of Oceanography. He has been working with inverse methods in
T tially defray th t of the lect istration fee is ch docean acoustics for more than 15 years. For more information about the
0 partially defray the cost ot the lecture a registration fee IS charged,., | .o program contact: Bruce Cornuelle, bcornuelle@ucsd.edu or FAX:

The fee is $15 for registration received by 17 November and $25 thereafte(rmg) 534-7132

mcludln’g t_)n-sne reglstratlgn at_ the megtmg. The fee for students with cur- The registration fee is $250 and covers attendance, instructional mate-
rent ID’s is $7.00 for registration received by 17 November and $12.00 .
. . - . ; ) rials, and coffee breaks.

thereafter, including on-site registration at the meeting.

To register send your name, address, telephone, fax, and e-mail ad- ) )
dresses, along with your paymefaheck or international money order in  Short Course on Array Measurements and Near-field Acoustical
U.S. funds drawn on a U.S. bank or Visa, Mastercard, or American Expresklolography
credit card to: Short Course Registration, Acoustical Society of America,
500 Sunnyside Blvd., Woodbury, NY 11797, Tel.: 516-576-2360; Fax: 516-
576-2377; E-mail: asa@aip.org.

Near-field acoustical holographiAH) has proven to be a very pow-
erful tool in sound and noise control/analysis since its invention in 1980. Its
ability to provide both vibration and radiation analysis and source localiza-
tion from a single pressure array measurement, has made it a very conve-
Short courses to be offered at Fall meeting in nient, versatile, and powerful tool. With microphone/hydrophone arrays be-
San Diego coming more common in practice, acousticians are well positioned to be

able to use NAH to attack their particular problems, hopefully obtaining

Three short courses will be offered in conjunction with the Fall 1997 timely, economical solutions in both the research community and in indus-
meeting to be held in San Diego, CA. The courses will be held on Fridaytry- In order to use NAH, one needs to understand the basics of the theory,

and Saturday, 5 and 6 December. Information about each course and regd how to implement this theory in the experimental world. To this end,
tration appears below. this short course is aimed at providing the knowledge necessary for one to

be able to implement NAH successfully for his/her own noise analysis/
. . o . control problem.
Short Course on Basic Digital Signal Processing in Acoustics The course instructor is Earl G. Williams of the Naval Research Labo-
Following the successful offering of a short course on basic digital "2(0ry, Washington, DC. He is co-inventor of NAH and has been developing
signal processing in conjunction with the Spring 1995 Meeting, the Tutorials2nd applying NAH to problems of Navy/DOD interest since 1982. An in-
Committee hasentatively scheduled this repeat offering pending the avail- vited lecturer throughout the world, Dr. Williams has written dozens of

ability of an instructor. This course will be canceled if there is insufficient PaPers on NAH and has just completed a book on the subject. )
registration. For further information about the course program contact: Earl Will-

This short course is intended primarily for acousticians whose workiams, Code 7137, Naval Research Laboratory, Washington DC 20375,
involves experimental dae., signal acquisition and digital processing to  email: williams@astro.nrl.navy.mil or telepho(202) 767-0330.
obtain useful results. While the course will include material not yet widely ~ The registration fee is $250 and covers attendance, instructional mate-
known, it will also include materials intended for individuals whose formal fals, and coffee breaks.
education did not adequately cover the subject or who feel a need for a
refresher. Course emphasis will be on the discrete Fourier trangfiT), Registration

its fast Fourier transforn@FFT) cousin, and how they can be used to obtain . . .
) Y ) él'lhe number of attendees will be limited in each short course, so please

analysis, and applications to system identification will be discussed. Bot egister early to avoid disappointment Only those who have registered by

deterministic and random signals will be considered. Some prior acquain-7 November W'I.I be guarantegd receipt of |nstruc_t|ona| matena_ls o the
tance with linear algebra, particularly time-frequency transformations suc ourse. There will be a $50 discount for resgrvatlons made prior to 27
as Fourier series and/or Fourier transforms, and representation by comple ctober. Full _refunds will be made for pancellatlons prior to 17 Novgmber.
exponentials will be assumed. ny cancellation after 17 November will be charged a $25 processing fee.

For further information about the course and content contact: Dr. Jo- To register send your name, a_ddress, telephc.)ne,‘fax, and e-r_nall ad-
dresses and name of course for which you are registering, along with your

zigr_]zzz_%%og_SA Tutorials Committee; telephone: 617-969-2606 or I:AX'payment((‘:heck or international money order in U.S. _funds drawn on a U.S.
The registration fee for this course is $300 and covers attendanceganl.( or V.'Sa’ Masterc_ard, or Ar_nerlcan Expre_ss creditcaniShort _Course
instructional materials. and coffee breaks. egistration, Acoustical Society of America, 500 Sunnyside Blvd.,
' Woodbury, NY 11797, Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org.
Short Course on Inverse Methods in Ocean Acoustics/
Acoustical Oceanography Job Opening
Inverse methods are widely used in the analysis of ocean acoustic data,
including beamforming calculations, noise estimation and other signal pro- ~ Soundwich, Inc.: Rapidly growing automotive supplier has opportu-
cessing, one-, two-, and three-dimensional sound-speed estimation, and ¢ty for Acoustics and Vibration Engineer. Will set up equipment and per-
timation of time-dependent ocean fields with dynamical constraints. Inverséorm acoustic and thermal testing to meet R&D needs. BSME degree with
methods allow us to choose a solution for problems which have no exaddcoustics emphasis and experience in an acoustics/vibrations R&D environ-
solution, usually due to incomplete and/or inconsistent data. The price wénent. Please send resume and salary requirements to: Soundwich, Inc., Attn:
pay for this is that we must make assumptions in advance about the criteri§aren, 881 Wayside Rd., Cleveland, OH 44110.
for the choice. The course will try to provide a basic introduction to the
Ehnosophy_ and metho_ds _of inverse theory, emphasmng the commopaht;Annual Reports of Technical Committees and
etween different applications, and demonstrating the concepts with simple .
examples. The goal of the course is to give the participants the background €chnical Groups
to choose among the methods in the literature. We will look in detail at a
few examples of inverse problems of current interest, such as sound-spe
estimation from travel times or from full field inverses, to illustrate how the
basic issues apply in practical cases. Participants can also suggest their own The fall meeting at Honolulu was a major event for Acoustical Ocean-
examples in advance, to help motivate the discussion. Notation and conceptgraphy, with a greater than usual number of special sessions, some co-
from linear algebra are central to most references on inverse methods, esrganized with colleagues from Japan. David Palmer and Iwao Nakano or-
pecially least-squares methods, but can be a barrier to understanding. Adranized three sessions on the topic “Acoustical Ocean Monitoring:
though the course will emphasize principles which can be explained simplyDetermination of Current and Temperature Fields.” Ralph Stephen and
most solution techniques use matrices, and some familiarity with matrixChristopher Fox co-organized a joint UW—AO special session on “Earth-
notation and manipulation will be helpful. quake Acoustics,” and Christian de Moustier and Hidekazu Tokuyama or-
The course instructor will be Bruce Cornuelle, Associate Researclganized two AO sessions on “Ocean Floor Surveys.” James Lynch and
Oceanographer at the University of California at San Diego’s Scripps Insti-Steven Stanic organized a joint UW-AO session, “High-Frequency Propa-

%jcoustical Oceanography

1257 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997 Acoustical News—USA 1257



gation and Inversion in Shallow Water,” and Jules Jaffe worked with David versity, a session on “Temporal Patterns and Rhythm in Bioacoustics,” that
Havelock to develop the joint AO—Signal Processing session “Imaging thewill be organized by Christopher Clark of Cornell University, and a co-
Ocean Volume.” As part of a joint AO—UW technical initiative, Michael sponsored session with Acoustic Oceanography on “Acoustics of Fish,
Longuet-Higgins delivered a Special Lecture on Acoustical Oceanographyisheries, and Plankton,” that will be organized by Vance Holliday of Tra-
as part of two special sessions on “Bubble Measurements Near the Oceaor Inc.
Surface,” organized by David Farmer and Kerry Commander. HITLOW W. L. AU
Permits for ocean acoustic research required by the Marine Mamm hair
Protection Act have been a continuing concern of our technical committee.
At the Honolulu meeting, Roger Gentry of the National Marine Fisheries . .
Service presented a progress report on development of a streamlined perrffiusical Acoustics
process. Technical input will be required, and it is expected that ASA mem-  The 1996-97 year for the Technical Committee on Musical Acoustics
bers will serve on NMFS advisory panels. (TCMU) has been an active period, encompassing a large number of special
For the Penn State meeting, Jim Lynch and Mohsen Badiey organizedessjons at the ASA meetings, new directions in student involvement and in
two joint AO—UW sessions on “Acoustical Measurement of Coastal Oceansetting up a Web site, and much planning of future meetings.
Processes.” Another significant event was Mike Buckingham'’s paper, “Hot The joint meeting of the Acoustical Society of Jap@SJ) and the
Topics in Acoustical Oceanography.” The Penn Sate Technical Committey\SA in Honolulu in December 1996 offered a variety of special session
meeting was largely devoted to discussions of the programs of future meetppics. Ingo Titze and Seiji Niimi organized a special session on singing
ings, particularly the Seattle and Berlin meetings, as the international chalsty|es in the Pacific islands that included a topical focus on native Hawaiian
acter of these meetings provides special opportunities for AO. At the Penfyysic. Characterizing the international flavor of the meeting was a session
State Technical Committee meeting, Jim Lynch reported on the AO homeyrganized by Isao Nakamura and Tom Rossing on traditional instruments of
page and solicited further inputs and links to researcher’'s home pages. japan and the Americas. This session was followed by a concert of multi-
Special thanks are due Art Newhall and Jim for doing an outstandingeyjtural traditional music that was enjoyed by all. A session on performance

job on one of the first ASA technical committee home pages. in music was organized by Kengo Ohgushi and Ed Carterette that combined
DARRELL JACKSON both physical and subjective musical acoustics. Julius Smith and Tomoyasu
Chair Taguti chaired a lively sessiqeo-sponsored by Signal Processing elec-

tronic synthesis and analysis, which featured research in such areas as physi-
cal modeling and instrument acoustics. Technical initiative funds were used
to support an invited lecture by Kati Szego on Hawaiian vocal music.

The Animal Bioacoustics technical committee conducted three special The June 1997 meeting of the ASA in State College was an unusually
sessions at the joint ASA—ASJ meeting in Hawaii, in Dec. 1996. The sestarge meeting for musical acoustics. Bob Pyle and Peter Hoekje organized a
sions entitled “Acoustics of Vocalizing Animals—I and —II” were orga- session on the lip reed and brass instruments that focused on scientific issues
nized by Whitlow Au, from the Hawaii Institute of Marine Biology and but considered also the art and craft of instrument-making. A special session
Hiroshi Riquimaroux of Doshisha University. There was one invited speakeion the acoustics of bells organized by Tom Rossing included two compo-
to the first session, and thirteen contributed papers. The second sessioents supported by technical initiative funds: a presentation by Yang-Hann
included two invited papers and ten contributed papers. The third specidkim on Korean bells and a handbell concert by the Westminster Concert
session was entitled “Auditory and Non-Auditory Effects” and was orga- Bell Choir directed by Kathleen Ebling-Thorne. In a pair of special sessions
nized by Ann Bowles from Hubbs Sea World and Kazuo Kanoya from co-sponsored with the Committee on Education in Acoustics, Bob Collier
Chiba University. There were two invited papers and eleven contributecand Ron Roy organized a broad view of the role of musical acoustics in
papers. The total number of papers presented in the three Animal Bioacouteaching acoustics, mathematics, and engineering. David Butler chaired a
tics sessions in Honolulu totaled forty five, the largest amount ever forspecial session on the convergence of music cognition and music theory, a
Animal Bioacoustics. topic at the intersection of the science and art of music. A memorial session

The Animal Bioacoustics Technical Specialty Group gained official in honor of W. Dixon Ward was sponsored by Psychological and Physi-
status as a technical committee following the Honolulu meeting. Whitlowological Acoustic§P&P), Musical Acoustics, and Noise, and organized by
Au was elected chairman of the AB technical committee in a mail-in elec-Chris Turner. The session surveyed Dix’s broad contributions to acoustics,
tion. Mardi Hastings was elected a Fellow of the ASA at the Honolulu and was appropriately concluded with the musical sounds of a barbershop
meeting. She subsequently became the AB representative on the Medals aqdartet comprised of his acoustical and musical colleagues. We all benefit
Award Committee. from the efforts contributed by these organizers of special sessions in

Three special sessions were conducted at the 133rd meeting at Petonolulu and State College.

State University. Peter Tyack from Woods Hole Oceanographic Institution New technical initiatives to increase student involvement in musical
organized a session on “Animal Communication.” The session consisted oficoustics were begun at the State College meeting. A contest was organized
three invited papers. Daniel Raichel from Cooper Union organized a sessiofor the best student presentation in musical acoustics. Among a number of
on “Bioacoustic Sensing of the Environment.” Two invited papers and four excellent presentations, the winner chosen was Lucille Rossi, who presented
contributed papers were presented at this session. The third session ossearch undertaken with Gerald Girolami entitled “Use of note partials’
“Low-frequency Bioacoustics,” was organized by Adam Frankel of Cornell energy to improve the identification of polyphonic piano signals):
Laboratory of Ornithology. Two invited presentations and six contributed Acoust. Soc. Am101, 3167A) (1997]. A second event was a very suc-
papers were delivered at this session. Sam Ridgway from the Naval Contessful graduate student social that was co-sponsored with P&P, enabling
mand Control and Ocean Surveillance Center, RDT&E Division was electedstudents to informally meet ASA members and other students. An ongoing
a Fellow of the ASA at this meeting. technical initiative that continued this past year supported a pair of educa-

The special sessions for the 134th meeting in San Diego were finaltional workshops on acoustics for teachers conducted by Uwe Hansen.
ized. There will be four special sessions. Sam Ridgway is organizing a This year was one of transition for the TCMU, as Uwe Hansen com-
named session: C. Scott Johnson session on whales and dolphin acoustipketed an effective and dynamic term as Chair at the beginning of the year.
Whitlow Au and Ashley Walker from University of Edinburgh are organiz- Our thanks go to Uwe and other members of the TCMU who have com-
ing a session on “Biologically Inspired Acoustic Models and Systems.” pleted their terms—Donald Hall, Gabriel Weinreich, and Bob Collier as our
Peter Narins from UCLA and Ann Bowles are organizing a session onrepresentative on the Membership Committee. Musical acoustics has been
“Acoustics of Reptiles and Amphibians,” and Mardi Hastings of the Ohio enthusiastically international in scope and participation for some time,
State University and Charles Greene from Greeneridge Sciences Inc. amhich is consistent with recent Technical Council initiatives to broaden
organizing a session on “Instrumentation in Animal Bioacoustics.” international participation on Technical Committees. Thus, we are pleased

The AB committee obtained $500 from technical initiative funding for to report that new incoming members joining the TCMU in the coming year
two student paper awards and will also join with P&P, Speech, and Music irinclude ReneCausse(France, Adrianus HoutsmaThe Netherlands and
conducting a student social at the San Diego meeting. Shigeru Yoshikaw&Japan. Completing the list of new members are James

Four special sessions were also finalized for the joint ASA/ICA meet-Beauchamp, W. Jay Dowling, Bruce Lawson, James Pyne, and William
ing in Seattle. There will be a session on “Insect Acoustics,” that will be Hartmann, who also begins his term as Vice President-Elect of the ASA.
organized by Timothy Forrest of Cornell University, a session on “Avian New ex officiomembers include lan Lindeval®ASACOS and Uwe
Acoustics,” that will be organized by Robert Benson of Texas A&M Uni- Hansen(Membership. Thanks to Bill Hartmann, the TCMU now has a

Animal Bioacoustics
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home page on the WWW which can be accessed from the ASA home pageession was well attended despite being the final P&P session for the week.
Among other things, the TCMU home page contains information on upcom-An unexpected highlight of the week was a graduate-student reception,
ing musical acoustics conferences, and an international list of musical athosted jointly by P&P and Musical Acoustics. P&P has not tried such a

ousticians with their areas of interest and email/home-page addresses. AR¥ception for some years, but both the students and members attending felt it
musical acoustician may join this list by contacting the TCMU Chair. was successful and should definitely be continued at future meetings. Re-

The_‘ I_ists of speci_al session§ for the San Diego mee““g in Dec. 199G, 15 of the ASA elections were announced, and P&P congratulates William
and the joint meeting in Seattle in June 1998 of the International Congresﬁartmann(VP-Elecb and Janet Weisenberg@xecutive Council

on Acoustics(ICA) and the ASA have been finalized. The planning of L . .

. - - . . A more general membership initiative this year was a letter campaign
special sessions for the joint meeting of the ASA with the European Acousi d iat bers t de their status to full bershi
tics Association in Berlin, GermaniMar. 1999 must be completed by the 0 nudge our associate members 1o upgrade thelr status 1o full memboership.

San Diego meeting, and we will also make plans for the upcoming OctAbout 140 'Ie't.ter.s were sent out and 30 upgrades were received. .Se\{eral
1998 meeting in Norfolk. other new initiatives focused on better email and Internet communication
Special sessions for San Diego include Computer Jazz Improvisatiorivith our members. WWW pages for P&P linked to ASA's home page are
Performance Anxiety, Piano. A best student presentation contest is sche@nling, thanks to Stephen Neely. Check them out and contact either Steve
uled for San Diego, as is a graduate and undergraduate student social omeely@boystown.olgor Brent Edwardgbedwards@compuserve.cpio
hosted with P&P and Animal Bioacoustics. Special sessions for Seattle inplace new information there. Electronic submission of abstracts for the
clude Timbre of Musical Sounds, Bowed String Instruments, Physics andneetings was widely used and members strongly supported the process. A
Materials of Musical Instruments, Purposeful Use of Distortion in Musical jarge email list was developed, with the help of Elaine Moran, of ASA
Performance: The Eric Dolphy/Jimi Hendrix Celebratory Session, and Sigmembers listing P&P as their primary affiliation. Our first attempts to use
nal Modeling in Music Synthesis and Processing. The TCMU is co-gjs jist to encourage voting in the ASA elections and attendance at the Penn
sponsoring special SESSIons n Seattle on Opera HaI‘I‘s and Qpera Singessate meeting worked quite well. We expect to continue to update and
(with Architectural Acoustics and on Soundscapes—-Acoustical Land- develop these lists to pass along news and poll the membership on issues

scapes” in Natural and Built Environmentwith Noise. Tentative special that arise. Instead of starting our own listserver, the members attending the

session topics for Norfolk include a session on Acoustics and Multimediab } ) P S d b o h
(with Signal Processingand on the Organ and Performance Spaueth usiness meeting at Penn State voted to encourage members to join another

Architectural Acoustics Tentative plans for Berlin include Psychoacoustics &ctivé server in our area, the Auditory List.
and Audio Technology, and Musical Instruments and Structural Vibration ~ Publication in JASA remained strong for P&P; with the number of
(with Structural Acoustics and Vibratipn papers in physiological acoustics increasing beyond a reasonable workload
A major Technical Initiative this year is the co-sponsorship of the for one associate editor. Consequently, we were pleased when Daniel Mar-
International Symposium on Musical Acoustics 1998MA '98) by the tin, Editor-in-Chief, agreed to add Brenda Lonsbury-Martin as a second
Catgut Acoustical Society and the ASA, with the theme “Tone and Tech-associate editor in physiological acoustics, beginning in January 1997. Two
nology in Musical Acoustics.” This satellite symposium on musical acous- of the three associate editors in psychological acoustics will be ending their
tics will immediately follow the ICA/ASA Seattle meeting from 26 June-1 three-year terms this summer. We thank Raymond Dye and Walt Jesteadt
July 1998 in Leavenworth, WA. ISMA "98 will bring together international o their hard work, and welcome Wesley Grantham and Robert Shannon as
leaders in the field and will provide instrument makers, musical acoustic§pei replacements. At the business meeting, there was much discussion of

re?tgarchfersl,) anotl_fstludentst t_he ()tppotrtuF:}l:y té)_w_lterz(_:ttm the fnf\Sorett:nfo_F? e proposed electronic publishing options for circulating preprints and pub-
setiing of a beautiiul mountain retreat within driving distance ot Seattie. ishing short articles. Despite various concerns raised about these experi-

abstract deadline is 15 Dec. 1997; the Home Page of ISMA '98 at http:/, . . .
mental ventures, the members remain strongly supportive of moving for-

www.boystown.org/ismasg/ provides up-to-date information. ward with electronic publishing, particularly handling as much of the current

DOQG'—AS H. KEEFE review process as possible electronically.

Chair Like all the other Technical Committees, much time this year was
spent planning special sessions for early deadlines for future meetings. Pri-

Psychological and Physiological Acoustics marily because of the Fall-meeting factor, the membership decided not to

This was an unusually busy year for Psychological and Physiologicah‘)'d a special session on hearing impairment to complement a workshop to
Acoustics(P&P), with two seccessful meetings, three changes in Associatdd€ offered by Speech this Fall at San Diego. However, any papers received
Editors, planning for multiple future meetings, and a number of new initia-by P&P on the topic will be organized for the day following the speech
tives. Attendance for recent meetings confirms that the Spring meeting isorkshop to encourage our interested members to attend. For the Seattle
now the main meeting for P&P. Compared to meetings at these same locald998 meeting, we decided on two special sessions. One will be on auditory
roughly 10 years ago, attendance at Hawaii was notably lower whereasttention, to be organized by Ervin Hafter, and the second on auditory de-
attendance at Penn State increased. A formal vote of the Committee reafelopment, to be organized by Lynne Werner. Six tentative sessions were
firmed the majority opinion to avoid special sessions for Fall meetings, Withrroposed for the Berlin 1999 meeting on topics likely to be of mutual

Hawaii always being an exception. Cosponsored with our Japanese COlterest to us and our European colleagues: cross-spectral auditory process-

Ieagges, ,tWO excellent spec[a! sessions were held in Hawau. One, organlzqgg’ recent advances in models of auditory processing, peripheral compres-
by Hideki Kawahara and William Hartmann, was on auditory organization .~ . . . . o

h ) . .. sion in hearing for normal and impaired ears, localization and speech per-
and representation. The second, organized by Toshio Sone and William i ) listi | " . ¢ d ot i
Yost was on frequency analysis and timbre. Toshio Sone and William Yos{;eP_ '_On in Ireacliii'u': cor:p ex acous 'C_ envllronnf1en S’l ‘Zn 0 oscr(])us ic
organized the technical program. At the Spring meeting at Penn State, tHgmisisons. in- ad |.t|on, t'ere are tentative plans for a 1-day workshop at
technical program was organized k§&P’s) Richard Stern, and featured Berlin to be held jointly with a non-ASA Auditory Display group. Members
three special sessions. The first was our 1997 Technical Initiative for eminterested in these or other potential topics should contact me. The annual
phasizing a topic in physiological acoustics. The session presented physglection was held at Penn State for new members of the Technical Commit-
ological talks interwoven with related psychophysical talks on the processtee for 1998. The outgoing members, chaired by Glenis Long and Evan
ing of amplitude modulation. Neal Viemeister organized the session andRelkin, prepared the ballot and the six elected were Prudence Allen, Robert
helped fuel the lively discussion following the presentations. The secondCarlyon, Brent Edwards, Thomas Hanna, Nina Kraus, and John Rosowski.
special session honored W. Dixon Ward, and was jointly sponsored with th&'lhe members elected last spring who now go on the committee are David
Musical Acoustics and Noise Technical Committees. Our thanks to Chrisgddins, Mary Florentine, John Grose, Marjorie Leek, Elizabeth Strickland,
topher Turner, who organized the session, and to the former students, colnd Fan-Gang Zeng. Finally, thanks to the outgoing members for their work
leagues, and friends of Dix who presented a mixture of personal memorieg,qge past three yeafSlenis Long, Evan Relkin, Brian Moore, John

and science. As would have pleased Dix, the session closed with selectiofgiqqiebrooks Bradford May, and Gregory Wakefigldind to the many
by a barbershop quartet comprised of Ira Hirsh, Mead Killion, Daniel Mar- ) ! '

. ) - ) ) P members who served on committees, chaired sessions and generall
tin, and Thomas Rossing. The third special session explored a broad set RF(I . 9 y
h : - ) ped get things done.
issues on auditory system plasticity and perceptual learning. These rangec?
from anatomical and physiological evidence of plasticity to human percepDONNA L. NEFF
tual learning with cochlear implants and infant language acquisition. TheChair
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Signal Processing in Acoustics nized by David Pisoni. It was the first such workshop sponsored by SC at an
ASA meeting. It was well attended and generally perceived as a very suc-

. - o .~ cessful enterprise. The special sessions were “Speech and Music: Exchange
tics (SP has seen continued growth in its first few years. It has held its flfthOf Ideas Methods and Findinggsponsored jointly with Musical Acoustics

and sixth meetings at the I_-lonolulu and Penn State meetings of _the ASA' and “Pediatric Cochlear Implants: Recent Studies of Speech Perception and
At the Honolulu meeting SP was lead sponsor on five special SeSS'OBeruction » Both sessions were well attended

and three regular sessions, as well as co-sponsor on three special sessions. We sponsoredall jointly with our ASJ counterparisfive special ses-
total of 36 in\_/ited papers and 99 contributed papers were presenn_ed, Witgions at the Honolulu Joint meeting. These covered a wide range of topics
::(o-sr?on\s(orshlp flzpm gADAOd iA‘ P'IA‘ iC' and Mlﬂ Leg;mcﬁltﬁorpr?gﬁe? and were both well attended and well received. Titles of the sessions were:
HOS IIOI a_lr_r;]asi':_lréasnp atw Taveé)c repr_esenSeD a g f th Ol"Speaker Characteristics: Effects of Gestural Variability on Speech Percep-
onolulu. The ~>F met on Tuesday evening, ecenihay 2 of the tion,” “Speech Communication for the Next Decade: New Directions of

Honoléjlu m(feetlnlg att 7:0? tE'md:N'.th ?g?jm 20 pe(t)ptl)T. ?}ttznd”_]t?]‘ \I/Ottl)nlgt Research Technological Development and Evolving Applications,” “First
proceadures for election ot the Lhair o were established, with eligibility 31, gecong Language Acquisition: Facts and Models,” “Robust Speech

to vote based on attendance at an ITG meeting in the past 3 years, eXCIUdi%cognition » and “Prosody Modeling and its Application to Recognition
the meeting at which the ballots are counted. and Synthes’is ”

The Ga_\lllery of Acoustics, with Rgndall W. S.m'th as curatqr,_was a As has been customary in the last several years, the Speech TC spon-
popular addition to the Honolulu meeting. It consisted of four still images . graduate student receptions and student paper competitions at both

and_four videos, as well as an encore sgcnon of P?St winners. The W'nn_'npneetings. These programs are well established and generally viewed as
entries at the Honolulu Gallery of Acoustics were: “Structural and Acoustic highly successful and worth continuing by the committee

Response to Stiffened Plate¢First Place and Peoples’ Choice Award win-
nen, a still entry submitted by Benjamin Cray; “Acoustics and Vibration TERRANCE M. NEAREY

Characteristics of the King Seong-Deok Bel(Second Place winngra Chair

video submitted by Yang-Hann Kim; “Plate Mode Visualization with

Laser-modulated Phase-stepped Digital Shearogragfyiird Place win- . .. .

nern, a still entry submitted by Benjamin A. Bard, Shudong Wu, and Giro- Members of Technical and Administrative

wen Lu. The remaining entries to the Gallery of Acoustics were: “Free Committees and Technical GI’OUpS of

Oscillations and Surfactant Studies of Superdeformed Drops in Micrograv ; ; ;

ity,” a still entry by R. Apfel, Y. Tian, J. Jankovsky, X. Chen, T. Shi, R. G. the Acoustical SOCIety of America

Holt, E. Trinh, A. Croonquist, K. Thornton, A. Sacco, Jr., C. Coleman, F. The Technical and Administrative Committees and Technical Groups
Leslie, and D. Matthiesen; “Ultrasonic Wave Visualization with Laser- Jisted below have been appointed by the Executive Council. These appoint-
modulated Phase-stepped Digital Shearography,” a still entry by Benjamirments, with such changes as may be made by the President from time to

A. Bard, Grant A. Gordon, and Shudong Wu; “Tomographic Acoustic Mi- time, will be in effect until the Spring meeting of the Society in 1998.
croscopy of a Penny'(late arriva), a still entry by S. Davis and Hua Lee;

“Synthetic-aperture Sonar Image of a Sunken Airplarikite arriva), a still

The Interdisciplinary Technical Group on Signal Processing in Acous-

entry by Brent L. Douglas and Hua Lee; “Microphones for the Multitudes,” Technical Committees 1997-1998

a still entry by David Havelock; “Sound Field Fluctuations due to Atmo- Acoustical Oceanography

spheric Turbulence,” a video entry by David Havelock; “Observation of

Micro-bubble Oscillations,” a video entry by J. Jankovsky, Y. Tian, J. Ket- Term to

terling, and R. Apfel. Darrell R. JacksonChair to 1998 1998
At the Penn State meeting, SP was lead sponsor on three special ses-

sions and three regular sessions, as well as co-sponsor on four special 8ppert W. Farwell 2000

regular sessions. A total of 22 invited papers and 77 contributed papers We@ary J. Heald 2000

presented, including one distinguished lecture. Sessions were co-sponsorgqatoliy N. Ivakin 2000

with EA, NS, PA, SA, SC, UW, and Noise-Con. David Havelock repre-

ramanian D. Rajan 2
sented SP at the TPOM for Penn State. The ITG-SP met on Wednesdag/:'l?bzraaj Ia‘lSOtorinaJa 2(?88
evening, 18 Junéday 3 of the Penn State meetjraf 7:00 p.m. with about Raloh A éte hen 2000
20 people attending. An election was held, with James Candy and Gar}&le)?andér GpVoronovich 2000

Wilson running as candidates for Chair of SP. Twenty four ballots were KW v 2000
received, at the meeting or by prior mail, from attendees of previous ITG-SPSu ang roon
meeting. A draw vote was resolved when James Candy stepped down in

favor of Gary Wilson, who will take office as the new Chair of SP at the endMichael G. Brown 1999
of the San Diego meetingl—5 December 1997 Executive Council has ~ Christian P. de Moustier 1999
approved the continuance of the ITG-SP for another three years, on théames A. Mercer 1999
unanimous recommendation of the Technical Council. Marshall H. Orr 1999

The new nominees to the committee of the Interdisciplinary TechnicalEr-Chang Shang 1999
Group on Signal Processing in Acoustics, with terms to 2000, are John ORobert D. Stoll 1999
Burgess, Christian P. deMoustier, Gary W. Elko, Stergios StergiopoulosPajun Tang 1999
Julius O. Smith 1, and Yoshio Yamasaki. Alexandra I. Tolstoy

The ITG-SP has had technical initiatives for the Gallery of Acoustics,
co-sponsorship of the 23rd International Symposium on Acoustic Imaging irMohsen Badiey 1998
Boston, demonstrations in computational acoustics at Honolulu, and an inNicholas P. Chotiros 1998
vited speaker at Penn State. James F. Lynch 1998

Future activities of the ITG-SP will see a continued effort to presentHasan Oguz 1998
signal processing in acoustics in an interdisciplinary context, as in the futurgohn R. Proni 1998
editions of the Gallery of Acoustics and a planned series of special sessiongichael D. Richardson 1998

on Acoustics in Multimedia.

DAVID I. HAVELOCK
Chair Ex officio:
Jeffrey H. Krolik, Associate Editor of JASA
David L. Bradley, Associate Editor of JASA
Stanley L. Chin-Bing, Associate Editor of JASA
The Technical Committee on Speech Communication sponsored onB. Vance Holliday, member of Medals and Awards Committee
workshop and two special sessions at the Indianapolis Meeting in May. Thlichael J. Buckingham, member of Membership Committee
workshop, entitled “Informal Workshop on Voice Perception,” was orga- Alexandra I. Tolstoy, member of ASACOS

Tokuo Yamamoto 1998

Speech Communication
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Animal Bioacoustics

Term to
Whitlow W. L. Au, Chair to 2000 2000
Robert H. Benson 2000
Ann E. Bowles 2000
William C. Cummings 2000
Charles R. Greene 2000
Mardi C. Hastings 2000
D. Vance Holliday 2000
David K. Mellinger 2000
Lee Miller 2000
Sam H. Ridgway 2000
Frank T. Awbrey 1999
William C. Burgess 1999
Daniel P. Costa 1999
William F. Dolphin 1999
Adam S. Frankel 1999
Darlene R. Ketten 1999
Larry L. Pater 1999
James A. Simmons 1999
Robert Hickling 1998
Robert D. Hellweg 1998
Martin L. Lenhardt 1998
Peter M. Narins 1998
John R. Potter 1998
Daniel R. Raichel 1998

Ex officio:

David L. Bradley, Associate Editor of JASA

Stanley A. Chin-Bing, Associate Editor of JASA

Floyd Dunn, Associate Editor of JASA

Mardi C. Hastings, member of Medals & Awards Committee
VACANT, member of Membership Committee

Architectural Acoustics

Term to
Dana S. HouglandChair to 1998 1998
Yoichi Ando 2000
David Braslau 2000
Dennis Fleisher 2000
John W. Kopec 2000
Robert F. Mahoney 2000
Daniel W. Martin 2000
Richard J. Peppin 2000
Scott Pfeiffer 2000
Roy L. Richards 2000
Ludwig W. Sepmeyer 2000
Gary W. Siebein 2000
David Still 2000
Buzz Towne 2000
Lilly Wang 2000
Christopher N. Blair 1999
John S. Bradley 1999
Christopher N. Brooks 1999
Angelo J. Campanella 1999
Antonio Pedro Carvalho 1999
Robert C. Coffeen 1999
Peter D’Antonio 1999
Timothy J. Foulkes 1999
Steven M. Haas 1999
J. Christopher Jaffe 1999
Mendel Kleiner 1999
David L. Klepper 1999
Edward L. Logsdon 1999
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David Lubman 1999
Michael T. Nixon 1999
Jack E. Randorff 1999
H. Stanley Roller 1999
Carl J. Rosenberg 1999
Kenneth B. Scott 1999
Ben H. Sharp 1999
Noral D. Stewart 1999
Jason T. Weissenburger 1999
Bennett M. Brooks 1998
Steven M. Brown 1998
Richard H. Campbell 1998
David A. Conant 1998
M. David Egan 1998
Ronald R. Freheit 1998
David A. Greenberg 1998
David H. Griesinger 1998
Richard M. Guernsey 1998
Mark A. Holden 1998
David W. Kahn 1998
Gary S. Madaras 1998
Charles T. Moritz 1998
Paul B. Ostergaard 1998
Dennis A. Paoletti 1998
David J. Prince 1998
Neil A. Shaw 1998
Richard H. Talaske 1998
Ewart A. Wetherill 1998
George E. Winzer 1998
Michael R. Yantis 1998
Ex officio:
Courtney B. Burroughs, Associate Editor of JASA
J. David Quirt, Associate Editor of JASA
Steven M. Brown, member of Medals and Awards Committee
Richard M. Guernsey, member of Membership Committee
George E. Winzer, member of ASACOS
Bioresponse to Vibration/Biomedical Ultrasound

Term to
Ronald A. Roy, Chair to 1999 1999
Stanley L. Bolanowski, Jr. 2000
Shira L. Broschat 2000
Robin O. Cleveland 2000
Inder R. S. Makin 2000
Janet M. Weisenberger 2000
Junru Wu 2000
Michalakis A. Averkiou 1999
Floyd Dunn 1999
John Erdreich 1999
E. Carr Everbach 1999
Christy K. Holland 1999
Wesley L. Nyborg 1999
William M. Rabinowitz 1999
K. Kirk Shung 1999
Alan K. Goble 1998
Mark Hollins 1998
Ex officio:

Robert D. Frisina, Associate Editor of JASA

Joseph W. Hall, Associate Editor of JASA

Robert V. Shannon, Associate Editor of JASA

Wesley L. Nyborg, member of the Medals and Awards Committee
Anthony J. Brammer, member of the Membership Committee
Stanley J. Bolanowski, Jr., member of ASACOS
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Engineering Acoustics

Term to
Thomas R. HowarthChair to 2000 2000
Kim C. Benjamin 2000
Allan C. Cummings 2000
Gary W. Elko 2000
Robert D. Finch 2000
Guillermo C. Gaunaurd 2000
Gordon Hayward 2000
Dehua Huang 2000
Sung Hwan Ko 2000
Victor Nedzelnitsky 2000
Ahmet Selamet 2000
James E. West 2000
Oscar B. Wilson 2000
George S. K. Wong 2000
Steven R. Baker 1999
David A. Brown 1999
Stephen C. Butler 1999
W. Jack Hughes 1999
K. Kirk Shung 1999
R. Lowell Smith 1999
Stephen C. Thompson 1999
Arnie L. Van Buren 1999
A. Mark Young 1999
Mahlon D. Burkhard 1998
Fred G. Geil 1998
Robert Hickling 1998
Dennis F. Jones 1998
Jan F. Lindberg 1998
Alan Powell 1998
Roger T. Richards 1998
Harold C. Robinson 1998
Kenneth D. Rolt 1998
Ludwig W. Sepmeyer 1998
Allan J. Zuckerwar 1998
Ex officio:
Henry E. Bass, Associate Editor of JASA
Stanley L. Ehrlich, Associate Editor of JASA
Robert D. Finch, member of Medals and Awards Committee
Sung H. Ko, member of Membership Committee
Mahlon D. Burkhard, member of ASACOS

Musical Acoustics

Term to
Douglas H. KeefeChair to 1999 1999
James W. Beauchamp 2000
Rene E. Causse 2000
W. Jay Dowling 2000
William M. Hartmann 2000
Adrianus J. Houtsma 2000
Bruce A. Lawson 2000
James M. Pyne 2000
Shigeru Yoshikawa 2000
George A. Bissinger 1999
James P. Cottingham 1999
Uwe J. Hansen 1999
Peter L. Hoekje 1999
lan M. Lindevald 1999
Daniel W. Martin 1999
Judith C. Brown 1998
Carleen M. Hutchins 1998
Max V. Mathews 1998
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Thomas D. Rossing 1998
Julius O. Smith 1998
William J. Strong 1998

Ex officio:

Stanley L. Ehrlich, Associate Editor of JASA

William J. Strong, Associate Editor of JASA

Thomas D. Rossing, member of Medals and Awards Committee
Uwe J. Hansen, member of Membership Committee

lan M. Lindevald, member of ASACOS

Noise

Term to
Richard J. PeppinChair to 2000 2000
Keith Attenborough 2000
Sergio Beristain 2000
Robert D. Bruce 2000
John C. Burgess 2000
Angelo J. Campanella 2000
Robert J. Comparin 2000
T. James DuBois 2000
John J. Earshen 2000
Tony F. W. Embleton 2000
John Erdreich 2000
B. John Feng 2000
Robert D. Hellweg 2000
Robert M. Hoover 2000
Daniel L. Johnson 2000
Tor S. D. Kihiman 2000
Sonoko Kuwano 2000
Chantal Laroche 2000
Robert Lotz 2000
Lisa Louie 2000
Alan H. Marsh 2000
Ralph T. Muehleisen 2000
Kenneth J. Plotkin 2000
Joseph Pope 2000
Julia D. Royster 2000
Brigitte Schulte-Fortkamp 2000
Jean Tourret 2000
Robert W. Young 2000
Elliott H. Berger 1999
Bennett M. Brooks 1999
Lawrence S. Finegold 1999
Jerry G. Lilly 1999
George A. Luz 1999
Luc Mongeau 1999
Mary M. Prince 1999
Jack E. Randorff 1999
Nancy S. Timmerman 1999
Laura A. Wilber 1999
Martin Alexander 1998
Arno S. Bommer 1998
Paul R. Donavan 1998
Larry H. Royster 1998
John P. Seiler 1998
Noral D. Stewart 1998
Michael R. Stinson 1998
Alice H. Suter 1998
Louis C. Sutherland 1998
Jiri Tichy 1998
Ex officio:

Michael R. Stinson, Associate Editor of JASA

Stanley L. Ehrlich, Associate Editor of JASA

Elliott H. Berger, member of Medals and Awards Committee
Daniel L. Johnson, member of Membership Committee
Arno S. Bommer, member of ASACOS
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Physical Acoustics

James M. SabatieChair to 1999

Keith Attenborough
Yves H. Berthelot
James P. Chambers
Robin O. Cleveland
Kerry W. Commander
D. Felipe Gaitan
Mark F. Hamilton
Steven G. Kargl
Philip L. Marston
Thomas J. Matula
Kenneth J. Plotkin
Harry Simpson

Robert E. Apfel
Anthony A. Atchley
Lawrence A. Crum
Floyd Dunn

E. Carr Everbach
David I. Havelock

D. Kent Lewis
Julian D. Maynard, Jr.
Michael R. Moldover
Ronald A. Roy
Charles Thompson
Wayne M. Wright

Bradley P. Barber
David T. Blackstock
Steven L. Garrett
Logan E. Hargrove
Robert M. Keolian
Andres Larraza
Sameer |. Madanshetty
George Mozurkewich
Andrew N. Norris
Michael R. Stinson
Michael J. White

Ex officio:
Henry E. Bass, Associate Editor of JASA
Mack A. Breazeale, Associate Editor of JASA

Courtney B. Burroughs, Associate Editor of JASA

Floyd Dunn, Associate Editor of JASA

Joshua E. Greenspon, Associate Editor of JASA

Andrew N. Norris, Associate Editor of JASA
Paul J. Remington, Associate Editor of JASA
Louis C. Sutherland, Associate Editor of JASA

Term to
1999

2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000

1999
1999
1999
1999
1999
1999
1999
1999
1999
1999
1999
1999

1998
1998
1998
1998
1998
1998
1998
1998
1998
1998
1998

Anthony A. Atchley, member of Medals and Awards Committee

Steven L. Garrett, member of Membership Committee

Sameer |. Madanshetty, member of ASACOS

Psychological and Physiological Acoustics

Donna L. Neff,Chair to 1999

David A. Eddins

Mary Florentine

John H. Grose
Marjorie R. Leek
Elizabeth A. Strickland
Fan-Gang Zeng

Leslie R. Bernstein
Amy M. Donahue

Term to
1999

2000
2000
2000
2000
2000
2000

1999
1999
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Gerald D. Kidd, Jr. 1999

Ruth Y. Litovsky 1999

Dennis McFadden 1999
Robert V. Shannon 1999
Laurel H. Carney 1998
Mary Ann Cheatham 1998
C. Craig Formby 1998
Janet Koehnke 1998
Neal F. Viemeister 1998
Beverly A. Wright 1998

Ex officio:

Wesley Grantham, Associate Editor of JASA

Robert D. Frisina, Associate Editor of JASA

Joseph W. Hall, Associate Editor of JASA

Walt Jesteadt, Associate Editor of JASA

Brenda L. Lonsbury-Martin, Associate Editor of JASA
William A. Yost, member of Medals and Awards Committee
Richard R. Fay, member of Membership Committee
Christine M. Rankovic, member of ASACOS

Speech Communication

Term to
Terrance M. NeareyChair to 1998 1998
Mary E. Beckman 2000
Lynne E. Bernstein 2000
Gerard F. Chollet 2000
Sadaoki Furui 2000
Jody E. Kreiman 2000
Susan N. Nittrouer 2000
Douglas D. O’Shaughnessy 2000
Robert F. Port 2000
Mitchell S. Sommers 2000
Ann K. Syrdal 2000
Abeer Alwan 1999
Peter F. Assmann 1999
Thomas D. Carrell 1999
Carol Y. Espy-Wilson 1999
Robert A. Fox 1999
James M. Hillenbrand 1999
Diane Kewley-Port 1999
John C. Kingston 1999
Keith R. Kluender 1999
Mari L. Ostendorf 1999
Joseph S. Perkell 1999
Janet C. Rutledge 1999
Juergen Schroeter 1999
Christine H. Shadle 1999
Yoh-ichi Tohkura 1999
Gary G. Weismer 1999
Joan M. Bachenko 1998
Fredericka Bell-Berti 1998
H. Timothy Bunnell 1998
lan Maddieson 1998
Winifred Strange 1998
Emily A. Tobey 1998

Ex officio:

James L. Hieronymus, Associate Editor of JASA

Anders Lofqvist, Associate Editor of JASA

Winifred Strange, Associate Editor of JASA

Sigfrid D. Soli, member of Medals and Awards Committee
Maureen L. Stone, member of Membership Committee
Astrid Schmidt-Nielsen, member of ASACOS
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Structural Acoustics and Vibration

Term to
Jerry H. GinsbergChair to 2000 2000
Alain C. Berry 2000
Hunter C. Cohen 2000
David Feit 2000
Guillermo C. Gaunaurd 2000
Karl Grosh 2000
Jean L. Guyader 2000
Sabih I. Hayek 2000
Francis Kirschner 2000
Mauro Pierucci 2000
Andrew F. Seybert 2000
Scott D. Sommerfeldt 2000
Vasundara V. Varadan 2000
Richard D. Vogelsong 2000
John A. Wilder 2000
John A. Burkhardt 1999
Courtney B. Burroughs 1999
Joseph M. Cuschieri 1999
Alison Flatau 1999
Richard F. Keltie 1999
J. Adin Mann Il 1999
Jean R. Nicolas 1999
Allan D. Pierce 1999
Victor W. Sparrow 1999
J. Stuart Bolton 1998
Christopher R. Fuller 1998
Joel M. Garrelick 1998
Louis A. Herstein IlI 1998
Geoffrey L. Main 1998
John J. McCoy 1998
Aynur Unal 1998
Eric E. Ungar 1998
Vijay K. Varadan 1998
Earl G. Williams 1998
Ex officio:
Courtney B. Burroughs, Associate Editor of JASA
Paul J. Remington, Associate Editor of JASA
Allan D. Pierce, member of Medals and Awards Committee
Courtney B. Burroughs, member of Membership Committee
Louis A. Herstein, member of ASACOS

Underwater Acoustics

Term to
George V. FriskChair to 2000 2000
David L. Bradley 2000
Curtis |. Caldwell 2000
William M. Carey 2000
Nicholas P. Chaotiros 2000
Donald R. Del Balzo 2000
Frederick R. DiNapoli 2000
David R. Dowling 2000
Robert W. Farwell 2000
Roger C. Gauss 2000
Darrell R. Jackson 2000
Finn B. Jensen 2000
Roger W. Meredith 2000
John R. Preston 2000
Henrik Schmidt 2000
Ralph A. Stephen 2000
Robert D. Stoll 2000
Frederick D. Tappert 2000
David J. Thomson 2000
Alexander G. Voronovich 2000
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R. Jeffrey Wilkes 2000
Tsih C. Yang 2000
Robert A. Zingarelli 2000
Ralph N. Baer 1999
Michael K. Broadhead 1999
Shira L. Broschat 1999
Berlie A. Brunson 1999
Peter G. Cable 1999
Marshall V. Hall 1999
Samuel W. Marshall 1999
Marshall H. Orr 1999
Dan J. Ramsdale 1999
Timothy H. Ruppel 1999
Natalia A. Sidorovskaia 1999
Kevin B. Smith 1999
Dajun Tang 1999
Christopher T. Tindle 1999
Alexandra |. Tolstoy 1999
Homer P. Bucker 1998
Stanley A. Chin-Bing 1998
N. Ross Chapman 1998
Michael D. Collins 1998
Christopher Feuillade 1998
Ralph R. Goodman 1998
Diana F. McCammon 1998
Stephen K. Mitchell 1998
Guy V. Norton 1998
Peter M. Ogden 1998
Eric I. Thorsos 1998
Michael F. Werby 1998

Ex officio:

Jeffrey L. Krolik, Associate Editor of JASA

David L. Bradley, Associate Editor of JASA

Stanley A. Chin-Bing, Associate Editor of JASA

Ralph R. Goodman, member of Medals and Awards Committee
Peter H. Rogers, member of Membership Committee

Arnie L. Van Buren, member of ASACOS

Signal Processing in Acoustics
Interdisciplinary Technical Group

Term to
David I. Havelock,Chair 2000
John C. Burgess 2000
Christian P. deMoustier 2000
Gary W. Elko 2000
Stergios Stergiopoulos 2000
Julius O. Smith 1lI 2000
Yoshio Yamasaki 2000
Edith L. R. Corliss 1999
John M. Noble 1999
James C. Rogers 1999
David C. Swanson 1999
P. G. Vaidya 1999
Gary R. Wilson 1999
J. Stuart Bolton 1998
Stanley L. Ehrlich 1998
Richard M. Guernsey 1998
Joseph Pope 1998
James G. Ryan 1998
Randall W. Smith 1998
Scott A. Van Duyne 1998
William A. Von Winkle 1998

Ex officio:
Jeffrey L. Krolik, Associate Editor of JASA
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Administrative Committees 1997-1998
Archives and History
Edith L. R. Corliss,Chair to 2000

Richard K. Cook
John W. Kopec
Richard J. Peppin

William J. Cavanaugh
Carleen M. Hutchins

Henry E. Bass
Malcolm J. Crocker

Books
Mohsen BadieyChair to 1999

Robert D. Frisina
Jerry H. Ginsberg
Philip L. Marston
Joseph Pope
Robert A. Walkling
Stephen N. Wolf
Suzanne Wolf

Nancy S. McGarr
Jeffrey A. Nystuen
Neil A. Shaw
Emily A. Tobey
Victor W. Sparrow

Ex officio:

Term to
2000

2000
2000
2000

1999
1999

1998
1998

Term to
1999

2000
2000
2000
2000
2000
2000
2000

1999

1999
1999
1999

1998

James F. Bartram, Associate Editor of JASA for Book Reviews

Development
Mahlon D. Burkhard Chair to 1998
D. Kent Lewis
John V. Bouyoucos
Francis Kirschner

Ex officio:
William W. Lang, Treasurerex officio
Charles E. Schmid, Executive Directax officio

Education in Acoustics
Victor W. Sparrow,Chair to 2000

Anthony A. Atchley
Fredericka Bell-Berti
E. Carr Everbach
Uwe J. Hansen
Elizabeth S. Ivey

P. K. Raju

Daniel A. Russell
Emily A. Tobey

D. Michael Daly
Logan E. Hargrove
Mardi C. Hastings
Michel T. T. Jackson
Murray F. Korman
Diana F. McCammon
James M. Sabatier
Joseph R. Sears

Term to
1998

2000

1999

1998

Term to
2000

2000
2000
2000
2000
2000

2000
2000

2000

1999
1999
1999
1999
1999
1999
1999
1999
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James E. West
Wayne M. Wright
Michael K. Wynne

Steven M. Haas
Philip L. Marston
Sally G. Revoile
Thomas D. Rossing
Ronald A. Roy
Linda K. Thibodeau
Investments

John V. BouyoucosChair to 1998

Leo L. Beranek
Kenneth M. Eldred

William W. Lang, Treasurerex officio

Long Range Planning
Anthony A. Atchley,Chair to 2000

Dana S. Hougland
Scott D. Sommerfeldt
Murray Strasberg

Floyd Dunn
Mardi C. Hastings
Stephen C. Thompson

Randall W. Smith
Sigfrid D. Soli
Jiri Tichy

James E. West, President-Eleex, officio

Medals and Awards
Sabih I. HayekChair to 1998

Anthony A. Atchley Physical Acoustics

Elliott H. Berger Noise

Mardi C. Hastings Animal Bioacoustics
Wesley L. Nyborg Bioresponse to Vibration/
Biomedical Ultrasound
Psychological and
Physiological Acoustics

William A. Yost

Architectural Acoustics
Underwater Acoustics
Structural Acoustics and

Vibration

Steven M. Brown
Ralph R. Goodman
Allan D. Pierce

Robert D. Finch

D. Vance Holliday
Thomas D. Rossing
Sigfrid D. Soli

Engineering Acoustics

Acoustical Oceanography
Musical Acoustics

Speech Communication

Meetings June 199Dec. 1997

George C. MalingChair to 1999

llene J. Busch-Vishniac, Vice President
William M. Hartmann, Vice President-Elect
Uwe J. Hansen, Chair, Spring 1996

John C. Burgess, Chair, Fall 1996

Sabih I. Hayek, Chair, Spring 1997

Mauro Pierucci, Chair, Fall 1997
Lawrence A. Crum, Chair, Spring 1998
Kevin P. Shepherd, Chair, Fall 1998

Elaine Moran, ASA Office Manageex officio
Charles E. Schmid, Executive Directax officio

1999
1999
1999

1998
1998
1998

1998
1998

1998

Term to
1998

1998
1998

Term to
2000

2000
2000
2000

1999
1999
1999

1998
1998
1998

Term to
1998

2000
2000
2000
2000

2000

1999
1999
1999

1998
1998
1998
1998
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Subcommittee on Exhibits

Richard J. PeppinChair
Tony F. W. Embleton
Robert Finnegan
Noland D. Lewis
George C. Maling
Julia D. Royster

Membership
Joseph W. DickeyChair to 2000
Richard R. Fay Psychological and
Physiological Acoustics
Musical Acoustics
Sung H. Ko Engineering Acoustics

Maureen Stone Speech Communication
Vacant Animal Bioacoustics

Uwe J. Hansen

Anthony J. Brammer Bioresponse to Vibration/
Biomedical Ultrasound

Courtney B. Burroughs
Burton G. Hurdle Foreign Members

Daniel L. Johnson Noise

Acoustical Oceanography
Architectural Acoustics
Underwater Acoustics
Physical Acoustics

Michael J. Buckingham
Richard M. Guernsey
Peter H. Rogers
Steven L. Garrett

Public Relations
Paul A. Baxley,Chair to 2000

Anthony J. Brammer
William J. Cavanaugh
T. James DuBois
Blas Espinoza-Varas
Holly S. Haggerty
Helen Ann McCaffrey
Victor Nedzelnitsky
Mauro Pierucci
Thomas D. Rossing
Bor-Tsuen Wang
Ewart A. Wetherill

John Erdreich

Lawrence L. Feth

Logan E. Hargrove

Burton G. Hurdle

Carlos R. Jimenez-Dianderas
James F. Lynch

Joanne L. Miller

Joseph Pope

Punita G. Singh

Barbara J. Sotirin

Jamal Assaad

E. Carr Everbach
Christy K. Holland
D. Kent Lewis
David Lubman
Deborah A. Summa

Daniel W. Martin, Editor-in-Chiefgx officio
Elaine Moran, ASA Office Managegx officio
Charles E. Schmid, Executive Directax officio
Thomas D. Rossing, Echoes Editex officio

Term to
2000

2000
2000
2000
2000
2000

1999

Structural Acoustics and Vibration 1999

1999
1999

1998
1998
1998
1998

Term to
2000

2000
2000
2000
2000
2000
2000
2000
2000
2000
2000
2000

1999
1999
1999
1999
1999
1999
1999
1999
1999
1999

1998

1998
1998
1998
1998

1998
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Floyd Dunn,Chair to 2000

A. Simmons

Robert C. Bilger
James F. Lynch
James H. Miller
George S. K. Wong
Allan J. Zuckerwar
Walter G. Mayer
Sigfrid D. Soli
Michael R. Stinson

Lawrence A. Crum, President-Ele&tx officio
Daniel W. Martin, Editor-in-Chiefex officio

Roger T. RichardsChair to 2000

Elmer L. Hixson
Angelo J. Campanella
Courtney B. Burroughs
John W. Kopec
Vacant

Edwin H. Toothman
Gary W. Siebein
Timothy J. Foulkes
Robert M. Hoover
Michael J. Anderson
Neil A. Shaw

Hari S. Paul

Marehalli G. Prasad
Elizabeth A. McLaughlin
Larry H. Royster
Vacant

Paul D. Joppa

Donald A. Murphy
Mauro Pierucci

David Braslau
Timothy S. Margulies
Thomas M. Disch

Publication Policy

Regional Chapters

Term to
2000
2000
1999
1999
1999
1999
1999
1998
1998
1998
Austin
Central Ohio
Central Pennsylvania
Chicago
Cincinnati
Delaware Valley
Florida
Greater Boston
Houston
Inland Northwest
Los Angeles

Madras, India
Metropolitan New York
Narragansett
North Carolina
Northern California
Northwest
Orange County
San Diego
Upper Midwest
Washington, D.C.
Wisconsin

Victor W. Sparrow, Chair, Education in Acousties officio

Rules and Governance

Tony F. W. EmbletonChair to 2000

Charles E. Schmid
Elaine Moran
Murray Strasberg

Wayne M. Wright,Chair to 1999

James D. Miller
James E. West

Henrik Schmidt

Constantine Trahiotis
Joseph W. Dickey

Special Fellowships

Term to
2000

2000

1999
1998

Term to
1999

2000
2000

1999

1998
1998

Standards
Executive Committee
Daniel L. Johnson, ChaiiStandards Director
Paul D. Schomer, Vice Chair
Avril Brenig, Standards Manageex officio
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S1 Representation
John P. Seiler, Chair S1 and ASA representative on S1

George S. K. Wong, Vice Chair S1 and ASA alternate representative orkllen S. Livingston

S1

S2 Representation
David J. Evans, Chair S2 and ASA representative on S2

Richard F. Taddeo, Vice Chair S2 and ASA alternate representative on SAnn E. Bowles

S3 Representation

Lawrence S. Finegold, Chair S3 and ASA alternate representative on S3 janet M. Weisenberger
R. F. Burkard, Vice Chair S3 and ASA representative on S3

S12 Representation

Paul D. Schomer, Chair S2 and ASA representative on S12

Bennett M. Brooks, Vice Chair S12
William J. Galloway, ASA alternate representative on S12

International TAGs (ex officio)

Paul D. Schomer, Chair, U.S. TAG for ISO/TC 43
Elliott H. Berger, U.S. TAG for ISO/TC 94/SC 12
David J. Evans, Chair, U.S. TAG for ISO/TC 108

Victor A. Nedzelnitsky, U.S. Technical Advisor for IEC/TC 29

ASA Technical Committee Representatives

llene J. Busch-Vishniac, Chair of ASA Technical Counei, officio

Alexandra |. Tolstoy, Acoustical Oceanography
Ann E. Bowles, Animal Bioacoustics
George E. Winzer, Architectural Acoustics

Stanley J. Bolanowski, Jr., Bioresponse to Vibration/Biomedical Ultra-

sound
Mahlon D. Burkhard, Engineering Acoustics
lan M. Lindevald, Musical Acoustics
Arno S. Bommer, Noise
Sameer |. Madanshetty, Physical Acoustics

Christine M. Rankovic, Psychological and Physiological Acoustics

Astrid Schmidt-Nielsen, Speech Communication
Louis A. Herstein, Structural Acoustics and Vibration
Arnie L. Van Buren, Underwater Acoustics

ASA Officers
William W. Lang, Treasurerex officio
Charles E. Schmid, Executive Directax officio

Past Chair of ASACO%ex officio)
Tony F. W. Embleton

Associate Editors for Standards News—JAR¥ officio)
Avril Brenig
George S. K. Wong

ANSI Acoustical Standards Board (ex officio)
Avril Brenig, ASA Representative
Henning E. von Gierke, ASA Alternate Representative

Tutorials

Joseph PopeChair to 2000

Kenneth E. Gilbert
Kenneth J. Plotkin

Yves H. Berthelot
Uwe J. Hansen
Alexandra |. Tolstoy

Charles E. Schmid, Executive Directayx officio

Women in Acoustics

Barbara J. SotirinChair to 1999

Arlene E. Carney
Chi-Fang Chen
Peter H. Dahl
Helen M. Hanson
Elizabeth S. Ivey
Bozena Kostek

Term to
2000

2000
2000

1999
1999
1999

Term to
1999

2000
2000
2000
2000
2000
2000
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Dana S. Hougland 1999
Juliette loup 1999
1999

Dianna F. McCammon 1999
Sally G. Revoile 1999
Victor W. Sparrow 1999
1998

Rhona P. Hellman 1998
Alexandra |. Tolstoy 1998

1998

James H. Miller 1998

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1997

American Academy of Otolaryngology—Head and Neck
Surgery, San Francisco, CBAmerican Academy of
Otolaryngology—Head and Neck Surgery, One Prince
St., Alexandria, VA 22314, Tel.: 703-836-4444; FAX:
703-683-5100

Fifth Annual Conference on Management of the Tinni-
tus Patient, lowa City, IA[Richard Tyler, Univ. of
lowa, Dept. of Otolaryngology—Head & Neck Surgery,
200 Hawkins Dr., C21-3GH, lowa City, IA 52242-
1078, Tel.: 319-356-2471; FAX: 319-353-7639;
E-mail: rich-tyler@uiowa.edu

Second Biennial Hearing Aid Research and Develop-
ment Conference, Bethesda, M[DNational Institute
of Deafness and Other Communication Disorders,
301-970-3844; FAX:  301-907-9666; E-mail:
hearingaid@tascon.cdmDeadline for abstracts is 15
March.

134th meeting of the Acoustical Society of America,
San Diego, CA[ASA, 500 Sunnyside Blvd., Wood-
bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-
2377; E-mail: asa@aip.org, WWW: http://asa.aiplorg

7-11 Sept.

19-20 Sept.

22-24 Sept.

1-5 Dec.

1998

1998 Ocean Sciences Meeting, San Diegd,Abreri-
can Geophysical Union, 2000 Florida Ave., N.W.,
Washington, DC 20009, Tel.: 202-462-6900; FAX:
202-328-0566; WWW: http://www.agu.ofg

135th meeting of the Acoustical Society of America/
16th International Congress on Acoustics, Seattle, WA
[ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; FAX: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.@rg

Vienna and the Clarinet, Ohio State Univ., Colum-
bus, OH [Keith Koons, Music Dept., Univ. of
Central Florida, P.O. Box 161354, Orlando, FL
32816-1354, Tel.: 407-823-5116; E-mail:
kkons@pegasus.cc.ucf.gdu

American Academy of Otolaryngology—Head and Neck
Surgery, San Francisco, CBAmerican Academy of
Otolaryngology—Head and Neck Surgery, One Prince
St., Alexandria, VA 22314, Tel.: 703-836-4444; FAX:
703-683-5100

136th meeting of the Acoustical Society of America,
Norfolk, VA [ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; FAX: 516-576-2377;
E-mail: asa@aip.org, WWW: http://asa.aip.prg

9-13 Feb.

22-26 June

7-12 July

13-17 Sept.

12-16 Oct.
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OBITUARIES

This section of the Journal publishes obituaries concerning the death of Fellows of the Society and other
acousticians eminent in the world of acoustics. When notified, the Editor-in-Chief solicits a

summary of the person’s life and contributions from an ASA member thoroughly familiar with the
details, if possible. If a promised obituary is never received, a brief obituary notice may be published
later.

Robert J. Urick « 1915-1996 Bob's wife of 42 years, Julia, died in February of 1996. He is survived
by three children: Maureen J. Bledsoe of Silver Spring, Victoria Cole of San

Robert J. Urick, a Fellow of the Diego, Robert M. Urick of Crownsville, Maryland and seven grandchildren.

Society and the 1988 recipient of the GUILLERMO C. GAUNAURD
Society's “Pioneers of Underwater Naval Surface Warfare Center, Carderock Division
Acoustics” Medal, died 31 December Silver Spring, Maryland
1996 of multiple myeloma. Born in  jAMES H. MILLER
Brooklyn, New York, Bob received h!s University of Rhode Island
BS degree from Brooklyn College in Narragansett, Rhode Island
1935. He performed subsequent gradu-
ate work at Columbia University and
the California Institute of Technology, Hans L. Oestreicher « 1912—-1996
where he received his MS in 1939.

Robert Urick started his career at
Shell Oil and Texas Company working
on seismic exploration from 1937
through 1942. It was a natural transi- ™
tion to underwater sound when, in TiNKer.

.- . . Hans received the Ph.D. degree in mathematics and an advanced de-

1942, he joined the staff of U.S. Navy Radio and Sound Laboratory in Sangree in physics at the University of Vienna, Austria, in 1934. Later he was

Diego. In 1945 Bob transferred to the Naval Research Laboratory in WaShé research assistant there, and taught graduate courses in mathematics until
ington, DC. From 1955 through 1957 Bob was a Professor of Engineerin ' gntg

e joined the Helmholtz Institute in Bavaria as a research mathematician,
Research at the Penn State Ordnance Research Laboratory. In 1957 he &r becoming Chief of the Applied Mathematics Branch. He came to the

_came the hea_d of Re_search Division at the Navy Mine _Defense Laboratoryjnited States in 1947. After a few years he headed the Mathematics and
in Panama City, Flond_a. Irj 1960 he returned to Washlngton to th? NaYa!Ana|ysis Branch of the Bioacoustics Division of the Aerospace Medical
Ordnance Laboratory in Silver Spring, Maryland from which he retired in pesearch Laboratory at Wright—Patterson Air Force Base, Dayton, Ohio.
1975. Following retirement he was an adjunct professor at Catholic Univergor 35 years he conducted and directed research in theoretical acoustics and
sity of America. biophysics. He made lasting contributions to our theoretical knowledge in
During his career Bob received numerous other awards, including thenree distinctly different areas. The first was the sound radiation from mov-
Distinguished Technical Achievement Award of Oceanic Engineering Sociing sound sources. His original theoretical predictions were way ahead of
ety and the Distinguished Civilian Service Award from the U.S. Navy. Bob the experiments, which later confirmed them. The second area concerned the
also served as an associate editor of ddarnal from 1975 to 1978. propagation of sound and vibration in a viscoelastic medium, such as human
As a government scientist, his accomplishments span the entire spegissue. This classical work provided the foundation and explanation for
trum of underwater acoustics. His work for the U.S. Navy provided themany observations in physiology and medicine and contributed to the
foundation for countless designs, modifications, and improvements. He wasmerging biological use of ultrasound. The third area, in which he became
the author of the well-known bodRrinciples of Underwater Sourahd two more and more interested in later years, concerned the mathematical under-
others,Propagation of Sound in the Seend Ambient Noise in the Seas standing and description of the capabilities of the human brain, its reason-
well as over 200 papers and technical reports. Bob also taught traditionahg, decision making, and intelligence: human intelligence compared to ma-
graduate school courses and short courses in underwater sound. chine intelligence. The word Bionics, today used and misused by the whole
On a personal note, it was through one of Bob’s short courses that onworld, was first coined in Hans’ group to describe the study of life-like
of us(Miller), as a young engineer, decided to pursue a career in underwat&ystems.

acoustics. One of ugaunaurdl a co-worker and co-author with Bob, took Hans was also a Senior Member of the IEEE, a member of the New
a year-long graduate course in “Underwater Sound” that Bob taught atYork Academy of Sciences, and of the American Mathematical Society. He

Catholic University in the sixties, and Bob was his first supervisor at theWas associate editor of “IEEE Transactions on Systems, Man and Cyber-

Naval Ordnance Laboratory. netics,” and of the Journal of “Mathematical Modeling.” Hans Oestreicher
Throughout his lengthy career Bob had a great impact not only onhad a fqll, productive and happy life. His knpwle_dge, curiosity_, and humor

naval systems, but also on the younger group of people that either studied ¥fere enjoyed thankfully by all who worked with him or were guided by him

worked with him at the various institutions with which he was associated.2n their way to becoming theoretical acousticians.

His passing is a great loss for the acoustical scientific community. HENNING E. VON GIERKE

Hans Oestreicher, a Fellow of the Acoustical Society, died unexpect-
edly due to heart failure on 18 July 1996. For the last dozen years, he had
been enjoying his retirement, his family, and his travels all over the globe.
Acoustics and the Acoustical Society lost a productive researcher and
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BOOK REVIEWS

James F. Bartram
94 Kane Avenue, Middletown, Rhode Island 02842

The opinions expressed are those of the individual reviewers and are not necessarily endorsed by the
Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor's Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Chaotic. Fractal. and Nonlinear Signal in the characterization of hidden periodicities, and signal to noise improve-
. ! ment methods by the introduction of chaotic resonance that replaces sto-
Processmg chastic noise with chaotic noise. These resonance techniques are used to
. model biological sensors and neurons. In the area of nonlinear processes in

R. A. Katz, Editor medicine, workers are applying theory to cardiology, hormone secretion,

lymphatic systems, and biphonation in speech. The majority of the work
reported here is time series analysis with the intent to identify features in the
signal that indicate pathological behavior.

An international cadre of experts in the science of nonlinear systems  ©Of particular interest to the acoustic community is the subsection on
gathered amid the warm salty sea breeze of July 1995 at the Seaman’s Inﬁgpllcatlon; in acoustics. Th(_e topics |nc|u_de 5|g_nal_ detection and classifica-
and Conference Center in Mystic, CT, a beautiful historic seaport known forion of marine mammal transients, acoustic cavitation, long-range underwa-
its nineteenth century whaling industry. The participants were attracted t¢€f @C0ustic propagation using ray theory, low-frequency active target char-
this conference by the promise of stimulating conversations about their mogtcterization using hidden Markov models, active noise reduction using a
recent work. They were not disappointed. The Office of Naval Research, th§00Perative source to estimate chaotic and stochastic components using ra-
Naval Undersea Warfare Center, and the International Science Foundatioflia! basis functions, and multifractal analysis of speech signals. A definite
sponsors for this the third in a series of biannual meetings, should be praisdighlight of the meeting was high-speed holographic cinematography of
for having tripled the size of the meeting despite the dwindling defenseAcoustic cavitation by Drs. Lauterbom, Parlitz, Holzfuss, Billo, and
spending for science and technology. In addition, Dr. Katz and his commit/Akhatov. The images show clouds of bubbles resonating in a driving sound
tee ably organized and coordinated the conference. The conference procedi§/d while moving along arborescent filaments. The period doubling of the
ings were recorded and published by the American Institute of physicsgilamentary structure was shown by holograms taken at the astounding rate
(AIP) and are the subject of this review. of 69,300 holograms per second!

The conference proceedings contain a table of contents, a forward, a  Some of the more significant applications from the other sections in-
preface, ten sections with one subsection, a list of participants, and an authfude Bayesian detection and classification of chaotic systems, traffic flow,
index. Dr. Katz states in the forward that the book “isintended for use  Kicked physical pendulum, cylindrical journal bearings, high-speed com-
by linear and nonlinear researchers alike as a seed for bed expansion Bfessor, Earth’s ozone field, sea surface temperature’s distribution, oceanic
one’s own ideas and new discovery.” Clearly, the book is intended for thosdets, and cryptographic systems. Turbulence applications included wall pres-
workers in the field who want to remain current in nonlinear science. In thesure and shear fluctuations, transient pipe flow, RayleiginaReconvec-
preface, Drs. Arbarbanel and Moon point out the need for further support irfion, and spontaneous bursting.
nonlinear science especially in the areas of “anti-control” for chaotic sys- ~ This book fully documents the meeting transactions, and reveals the
tems, spatio-temporal problems, and complex adaptive systems. Nonline@fogress of nonlinear signal processing of time series data from feature
system “anti-control” is defined by them as the maintenance of a system irextraction and characterization by the calculation of parameters such as
one chaotic state or transitioning through various chaotic states, therebyyapunov exponents, embedding dimension, fractal dimension, Hurst expo-
providing the capability of rapid response to changing inputs. This is a typeéents, and entropy to system identification, estimation, and control. Some of
of system adaptation for maintaining diversity. these methods are very successful. However, an interesting cautionary note

It is evident from a look at the table of contents that nonlinear methodgl0 nonlinear processing is raised by Drs. Anosov, Butkovskii, Kravtsov, and
are now being applied in a wide range of disciplines. The proceedings inSurovyatkina. The caution is based on the nonstationary property of nonlin-
clude contributions in mathematical frontiers, predictability and control of ear systems, a property they call finite predictability time horizons. They
chaos, detection and classification, applications in acoustics, advanced aphow the required methods to solve these inverse problems under the con-
plied signal processing methods, stochastic resonance, machinery diagndhtions of step-wise parameter changes for low-dimensional systems.
tics, turbulence, geophysics, medicine, and new methods for modeling non-  Hopefully, funding will permit further work. For even though progress
linear systems. has been impressive as exemplified by this conference’s proceedings, there

Two areas of research new to this meeting are stochastic resonandg still much to be done in both the theory and the application of nonlinear
and medicine. Stochastic resonance occurs in a Langevin system consistisgience.
of a multistable differentiable potential driven by periodic input signals with
additive noise. In one application, stochastic resonance is used to enhanB&RUCE J. BATES
signal detection. The work reported at this meeting includes stochastic restNaval Undersea Warfare Center Division, Newport
nance in active and passive Chua circuits, the application of residence timdewport, Rhode Island 02841

American Institute of Physics Press, Woodbury, NY, 1996.
xxi+858 pp. Price $165.00.
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REVIEWS OF ACOUSTICAL PATENTS

Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception Incorporated, Box 39536, Los Angeles, California 90039

HARVEY H. HUBBARD, 325 Charleston Way, Newport News, Virginia 23606

SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317

D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026

CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

WILLIAM THOMPSON, JR., The Pennsylvania State University, University Park, Pennsylvania 16802

ERIC E. UNGAR, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, University of Rochester Medical Center, 601 EImwood Avenue, Rochester, New York 14642

5,525,041 moves through the water, it expands and provides the necessary tension
forces to position and maintain the hydrophone array in a predetermined
43.25.0p MOMENTUM TRANSFER PUMP geometric orientation.—WT

David Deak, New York, NY
11 June 1996(Class 417/63, filed 14 July 1994

This pump adds momentum to fluid drawn into parand exiting at
port 5 through action of transducefO operating at ultrasonic frequency
(e.g., MH2 with a sufficiently high amplitude to exert radiation pressure on

5,483,502
8

Z
8 I* | I) 43.30.Yj METHOD AND APPARATUS FOR
10~ 15 EMITTING HIGH POWER ACOUSTIC WAVES USING
—_ ] y TRANSDUCERS

A. A. Scarpitta et al, assignors to the French State
9 January 1996(Class 367/158 filed in France 3 December 1993

The circular headmasses of a double-ended Tonpilz transépiezo-
2 ceramic motor sectignare fabricated from two materials. The central core
12 of each headmass is made of a rigid material, such as steel, while the
8 “Ln / surrounding ring is of a lighter material, such as aluminum. Generally
< < Z 13 ) speaking, the coupling coefficient increases and the resonance frequency
14 \\\\:~ 5 decreases as the percentage of steel increases. Hence the power handling
C capability, which varies as the product of frequency and the square of the
- — ~ = coupling coefficient, is predicted to have a maximum for a specific steel

t —WT
D ~11
\

9 12

y - g

the medium passing through. Also shown is the addition of “a well-defined
tapered channel used to guide a focused ultrasound beam through the
medium.”"—DWM

5,600,133

5,469,407 43.35.5x STRUCTURAL ANALYZER USING

ACOUSTO-OPTIC SENSOR
43.30.Yj PARACHUTE ARRAY
William B. Spillman, Jr., assignor to Simmonds Precision
R. |. Saunders, assignor to Lockheed Sanders, Incorporated Products, Incorporated
21 November 1995Class 367/173 filed 1 June 1981 4 February 1997 (Class 250/227.14 filed 1 May 1995

A large sensor array is realized by attaching a plurality of hydrophones For analyzing structures an elongated acoustic wavegd@eis
to the skin of a planar or volumetric parachute, or by affixing the hydro- coupled to the structur8 along its length to supply a pulse to embedded
phones to strings positioned around such parachutes. As the parachugtical fiber26. Light transmitted through the fiber is modulated according
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efficient combustion of the fuel so as to reduce undesired emissions in the

14 combustion products. If desired, multiple thermoacoustic tubular elements
ACOUSTIC /-13 of different lengths can be advantageously used to generate pulsations of
PULSE ] different frequencies within the burner assembly. The burner assembly is
SOURCE located in a furnace windbox, and can be adapted for combusting gas, oil or
particulate fuels such as coal.”—DWM
A3
2y ] 'O\PU - 5,594,293
© SOURCE ~~ 43.35.Ud ELECTROACOUSTIC ENERGY
B_ICROPROCESSOR 26 CONVERTER FOR TRANSFORMATION BETWEEN
THERMAL AND ELECTRICAL ENERGY
52
Victor Spivak, Haifa, Israel, assignor to Igor Gorlitsky
| MEMORY I 14 January 1997(Class 310/339 filed in Israel 14 January 1992
S0
A/D CONVERTER OPTICA{\ 4 e 7 The electroacoustic energy converter of this patent transforms thermal
DETECTOR energy into electrical energy or vice versa. It consists of working chatber

) - ) containing a working medium surrounding a piezoelectric transd8o@r
to the physical condition of that part of the structure through which theand connected hydraulically to a pair of oppositely disposed conical acous-
pulses propagate. Analysis of the transmitted acoustic signature can be usec

to locate and identify structural faults.—DWM X
g
5,596,146 /
0
43.35.Ud PHOTOACOUSTIC MEASUREMENT OF =
UNBURNED CARBON IN FLY-ASH E"]
~
David Waller and Robert C. Brown, assignors to lowa State = 4 =
University Research Foundation, Incorporated 4 E
21 January 1997(Class 73/599; filed 6 June 1994
41
A system for measuring the amount of unburned carbon in a sample of 2
fly ash, using infrared photoacoustic absorption, directs radiation from 20
sourcel0 modulated by modulatot2 toward a sample of fly ash in con- "
tainer 14 where “the unburned carbon in the sample absorbs the radiation /) 5
producing a thermal wave which propagates through the sample to generate 5
10 12 14 = R
§ $ 20 $ ) E
RADIATION | == | AcousTiC ]
SOURCE MODULATOR CONTAINING EY)
“““ SAMPLE ' )
205 0
REFERENCE 15 6 7 1
18 -
s 196 d C A n
B 90 1
OouTPUT LOCK—IN X )
/s N AMPLIFIER tical filters 4 with an inlet nozzle, an® with an outlet nozzle. Transducer

. - . ) 300 is wrapped in a glass fiber lay&@00. The medium under pressure

a minute acoustic wave at interfaces between the carbon particles and gas.ejves pulsations created during periodic ignition and combustion of the
surrounding the particles.” Microphortt5 detects the acoustic signals, and medium stream, generating an electrical output from the transducer. In the
lock-in amplifier 16 improves the signal-to-noise ratio for computer onnosite function, electrical signals supplied to the transducer are converted

analysis. —DWM to acoustical waves transferred through the working medium to the gaseous
stream.—DWM
5,582,515
43.35.Ud ACOUSTICALLY PULSATING BURNER 5 469 408
WITH INTEGRAL ADJUSTABLE SONDHAUSS ’ ’
THERMOACOUSTIC ELEMENTS 43.38.Dv HIGH RESOLUTION GEOPHONE
Frantisek L. Eisinger and Martin D. Bernstein, assignors to Foster D. M. Woo, assignor to Shaw Industries Limited
Wheel Energy Corporation 21 November 1995Class 367/18 filed 20 July 1994

10 December 199€Class 432/); filed 4 May 1995
A cylindrically shaped moving-coil geophone, configured to an indus-

This patent describes an acoustically pulsating burner assemblyry standard length of approximately 1.25 in., features a shorter, stronger
“which includes an elongated outer tube, a fuel supply means located withirmagnet made from a rare earth material but longer than usual pole pieces.
the tube, and utilizes one or more integral axially adjustable Sondhaus$his results in a more uniform magnetic field in the annular space between
thermoacoustic tubular elements to generate pulsations within the burnethe pole pieces and the surrounding case. As a consequence, the coils move
The acoustic pulsations are generated inside the axially movable closed-etidrough a more uniform field and the harmonic distortion in the output
tube element provided within the burner, and these vibrations promote morsignal is said to be substantially reduced.—WT
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5,523,524 5,596,650

43.38.Ja DOUBLE CHAMBER BASS REFLEX BOX 43.38.Ja EQUALIZING CIRCUIT FOR A
LOUDSPEAKER SYSTEM

Jorg Prokisch and Markus Woldrich, assignors to Nokia

Technology GmbH Stefan J. Hlibowicki, assignor to Audio Products International
4 June 1996(Class 181/15§ filed in Germany 24 December 1993 Corporation

) - 21 January 1997(Class 381/103 filed 29 April 1994
Chamberl4 and vent24 appear to form some kind of auxiliary reso-

nator to a conventional sealed/vented bandpass loudspeaker. In fact, they are  The patent describes a theoretician’s loudspeaker equalizer. The goal

10 is to extend the low-frequency response of a given loudspeaker system
7 - precisely and efficiently. A relatively simple circuit is described which can-
) 16 _ala 16 12 cels all the poles of the loudspeaker’s known transfer function in the process
Jt — +# of synthesizing a new transfer function.—GLA
(I
" ” L 5,548,650
17— L p/ 13
g H 43.38.L.c SPEAKER EXCURSION CONTROL
8 SYSTEM
L. David L. Clark, assignor to Prince Corporation
18 22 24 20 August 1996(Class 381/5%; filed 18 October 1994
( One or two state-variable filters are used in combination with a
ya =+ voltage-controlled amplifier to detect and limit signals that would otherwise
13 —‘t‘ﬁ' = cause excessive loudspeaker cone excursion.—GLA
2

2% !

intended to function as an integrally molded port tube, allowing simple, 5,574,791

inexpensive fabrication of a bandpass system.—GLA 43.38.Lc COMBINED DE-ESSER AND HIGH-
FREQUENCY ENHANCER USING A SINGLE PAIR
OF LEVEL DETECTORS

Robert A. Orban, assignor to AKG Acoustics, Incorporated

5,590,214 12 November 1996(Class 381/99, filed 15 June 1994
43.38.Ja VERTICAL ARRAY TYPE SPEAKER As in an earlier DBX de-esser, two log-output level detectors receive
SYSTEM an input signal, the first through a high-pass filter and the second through a

bandpass filter. The difference between their outputs controls de-essing and,

) in this new device, program-adaptive equalization.—GLA
Hisatsugu Nakamura, Tokyo, Japan

3119%20ember 1996(Class 381/18%, filed in Japan 12 November 5,574.792

V-shaped baffleda2a and flared wings7a-7b form a simple horn 43.38.Lc VOLUME AND TONE CONTROL CIRCUIT
driven by opposing arrays of small loudspeak&rZhis is certainly a prac- FOR ACOUSTIC REPRODUCTION SETS

tical arrangement that does offer some advantages over more conventional

Fumiyasu Konno, assignor to Matsushita Electric Industrial
Company

12 November 1996(Class 381/103 filed in Japan 18 August 1993

To protect woofers from overload, commercial “loudspeaker control-
lers” may electronically boost low-frequency response at normal levels,
then gradually reduce the boost as bass energy increases. In a simple home
sound system loudness is controlled by a single knob. It follows that the
operation of the bass control can be linked to that of the volume control “...
so that amplitude-versus-frequency characteristics of the output signal be-
come flat when the movable contact of the volume control is set to maxi-
mum. The circuit will not distort a signal even at maximum volume.” Well
and good, but in this reviewer's experience consumers want to hear audible
distortion when the volume control is halfway up; otherwise the system is
judged not powerful enough.—GLA

5,589,830
N ' ¢l %"_‘5 43.38.Md STEREO AUDIO CODEC

// Alfredo R. Linz et al, assignors to Advanced Micro Devices,
7a \/ Incorporated
>\7‘f \\ ‘ 31 December 1996 Class 341/11Y, filed 2 November 1994

vertical arrays. Interestingly, the patent specifications insist that the baffles  This 61-page patent includes 58 illustrations, numerous tables, and
and wings be “adjustable,” but the intended meaning of the word is nothighly technical text that will be easily understood only by digital circuit
entirely clear.—GLA designers. However, it contains a wealth of information about up-to-date
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CODEC circuitry, including D/A and A/D converters, digital noise reduc-
tion and filtering, control registers, data buses, etc.—GLA

5,555,310

43.38.Si STEREO VOICE TRANSMISSION
APPARATUS, STEREO SIGNAL CODING/
DECODING APPARATUS, ECHO CANCELER, AND
VOICE INPUT/OUTPUT APPARATUS TO

WHICH THIS ECHO CANCELER IS APPLIED

Shigenobu Minami and Osamu Okada, assignors to Kabushiki
Kaisha Toshiba

10 September 1996(Class 381/17; filed in Japan 12 February
1993

. . . _ @ boom in front of the mouth to a cup strapped over the telephone micro-
The title of this Toshiba patent may be longer than that of Yamaha'spnone, or carries a cable that is connected to the microphone input terminals

best effort to date. The patent document itself is well written and includesyf the telephone. In the latter case, a small microphone is attached at the end
more than a dozen informative diagrams. The application of the apparatus i§ the poom.—SFL

two-channel audidstere9 in combination with video teleconferencing via
low-cost 64-kbps transmission links. Clever methods are described for
maintaining stable stereo localization and including effective echo cancela- 5,579,396
tion, all with a high degree of data compression.—GLA
43.38.Vk SURROUND SIGNAL PROCESSING

APARATUS
>600,718 Toshiyuki lida et al,, assignors to Victor Company of Japan
43.38 SI APPARATUS AND METHOD FOR 26 November 1996(CIass 381/18; filed in Japan 30 July 1993
ADAPTIVELY PRECOMPENSATING FOR Recent work in interaural cancellation techniques and pinnae function
LOUDSPEAKER DISTORTIONS simulation has produced commercial stereo playback systems that create
phantom surround sound sources from a single pair of loudspeakers. The
Paul W. Dent et al,, assignors to Ericsson, Incorporated apparatus at hand is intended to produce improved localization of virtual
4 February 1997 (Class 379/40% filed 24 February 1995 rear speakers. Apart from occasional computetésputted” and “output-

ted”), the patent is clearly written and informative.—GLA
A number of patents have been issued for digital circuitry that undis-
torts loudspeakers. This one is unusual in that the intended application is
improved audio for cellular telephones. Rather than relying on fixed pre- 5,590,204
compensating parameters, an adaptive filter is used. The handset micro-
phone provides a feedback loop so that the filter can “learn” about suct43.38.Vk DEVICE FOR REPRODUCING 2-CHANNEL

things as loudspeaker aging and environmental effects.—GLA SOUND FIELD AND METHOD THEREFOR

Hee-Soo Lee, assignor to Samsung Electronics Company

31 December 1996(Class 381/2%; filed in Republic of Korea 7
5,608,808 December 1991

43.38.Si AUDIO-ADAPTED EYEGLASS RETAINER The system makes use of two digital signal processors. One receives

two-channel stereophonic signal, and transforms it into four channels. The
second processor takes the resulting four channels and further modifies them
for loudspeaker or headphone listening, “... thereby reproducing 4-channel

d field feeling by 2 ch Is."—GLA
The patent shows an audio headset adapted to be attached to an e)?é)—un eld Teeling by = channeis

glass frame. Flexible, hollow, sleeve members carrying conductors for ear-

Jean-Pierre M. da Silva, Salt Lake City, UT
4 March 1997 (Class 381/183 filed 24 October 1994

phones are fitted over the ends of the eyeglass temples to supply the signals 5.596.645
to earphones mounted on the temples. Conductors to a boom-type micro- ' '
phone may also be provided —SFL 43.38.Vk SOUND IMAGE LOCALIZATION

CONTROL DEVICE FOR CONTROLLING SOUND
IMAGE LOCALIZATION OF PLURAL SOUNDS

5,613,222 INDEPENDENTLY OF EACH OTHER
43.38.Si CELLULAR TELEPHONE HANDSET FOR Junichi Fujimori, assignor to Yamaha Corporation
HAND-FREE COMMUNICATION 21 January 1997(Class 381/1Y, filed in Japan 30 March 1994
Donald E. Guenther, assignor to The Creative Solutions Company In two-channel stereophonic signal processing devices a monophonic
18 March 1997 (Class 455/8%; filed 6 June 1994 source can be panned across the width of the sound stage by altering relative

levels to left and right channels. More sophisticated processors introduce
The patent shows a hand-free device for receiving and transmittingadjustable delay as well as gain. For a subjectively smooth pan, perhaps 25
speech signals from a cellular telephone. The unit is held in place by aelay stages must be provided for each source, gobbling up a lot of digital
hanger over the ear with a soft eartip projecting into the ear canal. A flexiblenemory. The patent describésat length a clever method of turning the
hollow tubel5 carries sound into the ear canal from a cup strapped over therocess inside out, requiring only one shift register or ring buffer per output
telephone receiver. Another hollow tuthi&6 conducts the user’s voice from channel.—GLA
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5,586,182 from the two tires are correlated. This correlation is the basis for processing
that is used to eliminate these noise components from the signals.—EEU

43.40.Tm SHIP’S HULL VIBRATION DAMPER

. . , - 5,521,341
Finn Orbeck, assignor to Orion Technology Limited
24 December 1996Class 114/65 B, filed in the United Kingdom 7 43.50.Gf SOUND ATTENUATOR
November 1991

. ) _— ) Reinhard Stief and Manfred Mattutat, assignors to Firma Carl
In order to attenuate a ship’s wave-induced vibrations at its fundamen- Freudenberg

tal mode, a tuned Qamper is mounted in the ship near an anti-node. A 28 May 1996(Class 181/295 filed in Germany 28 May 1993
component of the ship, such as a cargo compartment or chain locker, serves

as the damper's mass. This mass is supported from the hull via suitably  This patent relates to the design of an element for absorbing sound in
selected springs and damping elemestick absorbeysso that the natural  the atmosphere. The element consists of at least two chambers adjacent to
frequency of this spring—mass system matches the ship’s fundamental natgach other in the direction that vibrations are introduced into the system.

ral frequency reasonably well —EEU Chambers are enclosed by means of plastic films and metal foils and are
hermetically sealed. The attenuator comprises a spring—mass system, its
5595 371 operations parameters being related to the configuration of the spring ele-

ment, the chamber size, and its material thickness and stiffness.—HHH

43.40.Tm VIBRATION ISOLATING SUPPORTER

5,587,563
Koumei Hukuda et al., assignors to Nippon Steel Corporation and
Showa Electric Wire & Cable 43.50.Gf AIR HANDLING STRUCTURE FOR FAN
21 January 1997(Class 267/3%; filed 8 April 1994 INLET AND OUTLET

In this vibration isolation support several coil springs, arranged in
mechanical parallel, support an equipment mounting plate or frame atop a
base. Each coil spring sits on the base in a reservoir of a damping material
(i.e., a liquid or gel. A cylindrical or other volume-displacing element,

shorter than the springs, is located within each coil spring, parallel to its This patent relates to large air-handling units for buildings. Air duct

axis, and attached to the equipment mounting plate. As this mounting platgilencers are described for both inlet and outlet configurations. Broadband

moves r elative tq the base_, in any of the six rigid-body degree_s O.f freeEdonhoise reduction is provided by air flow splitters filled with absorbing mate-
the springs provide restoring forces and the damping material is pumpe

through the spaces between the springs’ coils, thereby providing damping.—
EEU

Muammer Yazici and Werner Richarz, assignors to Dipti Kr.
Datta, Mississauga, Canada
24 December 199G Class 181/22% filed 16 June 1994

5,596,140

43.40.Yqg METHOD OF MONITORING VIBRATIONS
IN VEHICLES

Christopher R. Boyce and Martin R. Haggett, assignors to Rover
Group Limited

21 January 1997(Class 73/10%; filed in the United Kingdom 30
June 1994

This patent pertains to a method for monitoring an internal combustion
engine in a vehicle, in order to detect misfiring. The vibrations of a liquid in
a reservoir—e.g., of fuel in the fuel tank—are sensed and subjected to fre-
quency analysis. Vibrations corresponding to sloshing of the liquid are dis-
counted by the control unit, as are vibrations induced by the vehicle’s pass-
ing over rough road surfaces. If it detects vibrations with frequency
characteristics that correspond to engine misfires, the control unit sends an
activation signal to an engine misfire indicator—EEU

5,596,141
s
43.40.Yq TIRE RESONANCE FREQUENCY 20
DETECTING SYSTEM HAVING INTER-WHEEL rials, and by perforated sidewalls backed up with cloth-covered zero-erosion
NOISE ELIMINATION AND METHOD FOR fiberglass materials. Hollow chamber resonators are provided for reducing
THE SAME the noise due to the peak blade passage frequency.—HHH
Yoshihiro Nishikawa et al,, assignors to Nippondenso Company 5,587,564

21 January 1997(Class 73/146.2 filed in Japan 4 August 1994
43.50.Gf NOISE DAMPER

The system described in this patent is intended to provide a means for
monitoring the air pressure in automobile tires via determination of their Reinhard Stief and Gerhard Muller-Broll, assignors to Firma
natural frequencies. Vibration signals from the tires on the two driving Carl Freudenberg
wheels are derived from wheel rotational velocity sensors. These signals, 24 December 1996Class 181/295; filed in Germany 27 April 1994
however, contain components that are unrelated to the tires’ natural frequen-
cies. As described in this patent, these contaminating signal components  This patent discloses noise dampers that provide broadband noise re-
here are due to slight eccentricities of gears in the power transmission systuction over a frequency range 250—4000 Hz and are usable in damp loca-
tem or to gear vibrations, and thus the corresponding “noise” in the signalgions and in clean rooms. They are comprised of two or more cup-shaped
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tically treated inlet and increased inlet guide vane spacing for fan noise
reduction, and for improved mixing of the primary and secondary gas
streams to reduce jet noise.—HHH

5,619,829

43.50.Gf SOUND INSULATING WALL AND
METHOD OF INSTALLING THE SAME

Tokio Tan et al, assignors to Nitto Boseki Company
15 April 1997 (Class 52/293.3 filed in Japan 26 January 1994

This is another kit of parts to make a highway noise barrier. The parts
include a footing with special fittings, concrete panels, and steel threaded

protrusions that open toward the noise source, each covered by an orificrcce)ds and nuts. —CJR

plate having at least two openings and designed with different resonance

frequencies.—HHH 5 619,837
5,588,810 43.50.Gf CORRUGATED PANEL STRUCTURE
43.50.Gf LOW NOISE REFRIGERANT Fabricio N. DiSanto, Culver City, CA

15 April 1996 (Class 52/798.}; filed 26 July 1995
COMPRESSOR
The patent focuses on a specially designed cap which fits atop a cor-
Michael A. Diflora et al, assignors to Bristol Compressors, rugated panel itself to provide stability. The structure could be used as a
Incorporated highway noise barrier.—CJR
31 December 1996Class 417/31% filed 1 September 1995

This patent relates to the control of noise from refrigerant compressor 5,594,803

units. An improved sound enclosure is described for enclosing the compres- )
sor unit with tongue and goove mating, with retention snaps, and with43.50.Ki SILENCING APPARATUS OPERABLE TO

sound-absorbing material attached to inside surfaces. This shell-like encllREDUCE VEHICLE NOISE AT A TELEPHONE

sure is noted to be low weight, easy to assemble, and to provide easy access

for servicing.—HHH Susumu Fujiwara et al, assignors to Mitsubishi Denki Kabushiki
Kaisha

5,590,520 14 January 1997(Class 381/7); filed in Japan 11 March 1992

43.50.Gf METHOD OF ELIMINATING MACH WAVES

When a vehicle noise sourde.g., a train approaches a telephone
booth (e.g., on a station platfornthe noise interferes with telephone com-

FROM SUPERSONIC JETS munication. In this patent a series of distant microphones detects the ap-
proach, speed, and noise level of the approaching vehicle. When the level

Dimitri Papamoschou, assignor to the University of California exceeds a predetermined threshold, the noise signal is amplified for inverse

7 January 1997(Class 60/20%; filed 5 May 1995 phase reproduction at the telephone booth for active noise cancellation to aid

) o ) telephone communication. The noise signal may also be recorded for future
This patent relates to the elimination of Mach wave noise componentg;se when the same type of vehicle approaches in the same way. Nearby

from the exhausts of high-performance jet engines. This is accomplished byicrophones are also provided for vehicle noise pickup when the vehicle is
enclosing the primary jet stream with a slower moving jet stream such tha&djacent to the telephone booth.—DWM

54
BYPASS SUPPRESSION
"‘5 ARSTREAN ’E’ BURNERS 75 5,477,506
7”6 i = )
dal E R 2 43.50.Yw IN-FLOW ACOUSTIC SENSOR
< > w
& COMPRESSOR—1% . é 20 STREAM 1.\ . C. S. Allen, assignor to the United States of America
2 C) 2 Jo 15 December 1995Class 367/14 filed 10 November 1993
m{L \ E | ﬂ}‘%’%&. A sensor for measuring the acoustic pressure in a fluid flowing over
[ \ the sensor comprises a conventional transducer elefegnt a capacitor or
COMBUSTION € \wnep coRe electret microphonehoused within a body of proper aerodynamic shape.
CHAMBERS SHELL 74

The diaphragm of the sensor is located at an aft position relative to the nose
of the body where unwanted noise is at a relatively low level. —WT

the convection speeds of the fast-moving primary jet eddies do not exceed

the speed of sound in the ambient medium.—HHH

<

5,606,833
5,592,813 43.55.Ti WALL STRUCTURE
43.50.Gf HUSH KIT FOR JET ENGINE Leif A. Andersson, assignor to Isover Saint-Gobain, France

4 March 1997 (Class 52/506.0% filed in Sweden 27 August 1993
Lee F. Webb, assignor to Avaero, Safety Harbor, FL
14 January 1997(Class 60/226. filed 6 July 1995 This patent describes a prefabricated wall panel comprising a rigid
support sheetlike gypsum boarj a soft insulating linerlike glass fiber
This patent describes retrofit hardware for the reduction of noise frominsulatior), and an inventive series of fastening brackets to attach the panels
commercial aircraft turbo-fan engines. Included are provisions for an acousto floor, ceiling, and each other.—CJR
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5,602,925 5,608,803

43.66.Ts HEARING AID WITH PROGRAMMABLE 43.66.Ts PROGRAMMABLE DIGITAL HEARING AID
RESISTOR . ) S .
Neeraj Magotra et al., assignors to the University of New Mexico

Mead C. Killion, assignor to Etymotic Research, Incorporated 4 March 1997 (Class 381/68.2 filed 17 May 1995

11 Feb 1997(Cl 381/68.% filed 31 J 1995 . - . . L . L
ebruary (Class A file anuary The hearing aid is provided with digital signal processor chips imple-

The patent relates to a hearing aid with an integrated circuit having a{'nen'[ed as digital filters, having parametgrs that are established by erasaple
least one programmable resistor for setting the audio response of the hearif} ogrammable read-only memories. Settings are based on a user's audio-

aid. The programmable resistor has at least 14 discrete steps of programm@c?'cal characteristics. An additional digital filter changes frequency re-

resistance. In one design the difference between successive resistance stSﬁg”S?' based on the‘ characteristics of any background noise. Block cir-
clitry is shown for a binaural system.—SFL

» TO
" 108a

148

130 4 150
‘q_l—' 168 170 172 174 176
= E,GB 5,610,988
132 134 136 138 140 142 144
AR/ o AR/ dB/ dB/
J

46
& 152 | 154 [ 156 158 [ 160
162

43.66.Ts HEARING AID SET
ey
mj_ n §§ Katsunobu Miyahara, assignor to Sony Corporation
Al o 11 March 1997 (Class 381/68.% filed in Japan 8 September 1993
AD 08

The patent shows a behind-the-ear hearing aid which is totally con-
changes logarithmically. In a second version the difference in successiviFolled by a separate hand-held unit that sends encoded infrared signals to
resistance steps changes logarithmically for the higher values, but linearlthe aid. The controller sends signals to turn the aid on and off, to adjust
for the lower values of programmed resistance. Circuit details and tables of
programmed resistor values are given.—SFL

5,604,786
43.66.Ts TELEPHONE WITH UNIFIED FEATURES o /
FOR HEARING AND DEAF USERS :
24
Robert M. Engelke et al,, assignors to Ultratec, Incorporated
18 February 1997 (Class 379/52; filed 10 June 1994 | 26

The patent shows a combined TDD and telephone handset with “in-

volume, to limit output, and to adjust low- and high-frequency response.
Details of operation are given.—SFL

5,610,989
43.66.Ts COIL ASSEMBLIES

Richard J. Salvage et al, assignors to Knowles Electronics
Company (UK)

11 March 1997 (Class 381/69; filed in the United Kingdom 21
December 1989

The patent relates to electrical coil assemblies, particularly for use in
hearing aid transducers. The coils, usually of extremely fine enameled wire,
are wound on a winding machine by fly winding. A flexible printed circuit
carrier is cemented to the coil on the winder, and the end leads are welded
to conductors on the carrier. The carrier and coil assembly can be accurately
telligent mode” switching to permit users to select either system or both, asnserted directly into the transducer case without further need for attaching
desired.—SFL leads.—SFL

1281 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997 Reviews of Acoustical Patents 1281



5,619,580 PLOSIVE
—
43.66.Ts HEARING AID COMPENSATING FOR

’ : VOWEL
ACOUSTIC FEEDBACK SSE?TATiO'\?
WAVEFORM S
Roy S. Hansen, assignor to GN Danavox A/S AT POINT A ;

8 April 1997 (Class 381/68.2 filed in Denmark 20 October 1992

1

i

1

The patent shows circuitry for a hearing aid having digital, electronic ;

compensation for acoustic feedback. The digital compensation circuit in- !
cludes a noise generator for the insertion of noise, and an adjustable digital WAVEFORM

filter for the adaptation of the feedback signal.—SFL AT POINT B

(
1
i
i
il

Hz and the computation of the ratio of high-band to low-band amplitude

5,621,802 levels. The time duration for which the ratio exceeds a threshold indicates
one of the voiceless plosives, /p/, /t/, or /k/. This indicator signal is used to
43.66.Ts APPARATUS FOR ELIMINATING control the gain of a delayed version of the input signal.—DLR
OSCILLATION IN A HEARING AID BY USING
PHASE EQUALIZATION 5.581 656
Ramesh Harjani and Rongtai Wang, assignors to the University of 43.72.Ar METHODS FOR GENERATING THE
Minnesota L
15 April 1997 (Class 381/68.2 filed 19 March 1995 VOICED PORTION OF SPEECH SIGNALS

To reduce acoustic feedback caused by leakage around the hearing aid John C. Hardwick and Jae S. Lim, assignors to Digital Voice
shell, and through the vent provided to reduce the occlusion effect, phase Systems, Incorporated ]
equalization circuitry between the amplifier and the earphone is provided. 3 December 1996Class 395/2.6), filed 20 September 1990

This improved speech analysis technique would be applicable to any
of several types of speech coders in that it is primarily concerned with the
detection of excitation events and the determination of the excitation period.
Initial pitch estimates based on autocorrelation are refined by forward and
—088%1 backward smoothing and sample interval interpolation. A higher interpola-
tion resolution for shorter periods maintains roughly constant percentage
error. The voiced/unvoiced decision is improved by comparing the current
period energy to that of one or more past periods. A combination of time
and frequency domain methods is described for generating an output

The phase equalization is accomplished by one or more first- or secongvaveform.—DLR

order filters that operate as an all-pass filter to provide a time delay without

affecting the magnitude of the signal in the audio frequency range.—SFL

5,583,968
43.72.Bs NOISE REDUCTION FOR SPEECH
5,615,417 RECOGNITION
43.66.Vt EAR PROTECTOR Michael Trompf, assignor to Alcatel N.V.
10 December 1996 Class 395/2.4}; filed in Germany 29 March
Claudia D. Jackson, New Orleans, LA 1993

1 April 1997 (Class 2/209; filed 9 February 1996 . . . . .
A neural network is placed in the microphone signal pathway in the

The patent shows a protective pad for the outer ear that can be foldelPut to a speech recognizer. A mixed speech and noise signal is generated
down when needed. The device is held in place by a forklike extension thafor training by mixing clean speech with an appropriate background noise
fits over the pinna. Significant acoustical protection is not intended.—SFL Signal. This allows the “cascade” network training algorithm to have access

to both the noisy speech signal and the corresponding clean speech signal. A
variation on the training procedure allows new nodes to be added to the
network at any time without having to repeat the full training sequence.—

5,583,969 PLR
43.71.Ky SPEECH SIGNAL PROCESSING 5586215
APPARATUS FOR AMPLIFYING AN INPUT SIGNAL ’ ’
BASED UPON CONSONANT FEATURES OF 43.72.Bs NEURAL NETWORK ACOUSTIC AND
THE SIGNAL VISUAL SPEECH RECOGNITION SYSTEM
Yoshiyuki Yoshizumi et al, assignors to Technology Research David G. Stork et al, assignors to Ricoh Corporation
Association of Medical and Welfare Apparatus 17 December 1996 Class 395/2.4}%; filed 26 May 1992

10 December 1996Class 395/2.68 filed in Japan 28 April 1992
This speech recognizer receives inputs from a traditional acoustic

This speech-enhancement system for hearing-impaired users operatsgectrum analysis as well as visual clues from a video camera. Acoustic and
on the premise that communication will be improved by increasing thevisual features drive a neural network which selects the most likely utter-
signal gain during certain periods of certain consonant sounds. A plosivance in the manner of a template recognizer. The video processor locates
detector consists of two filter bands covering 100—900 Hz and 3700—500Rey points on the facial display, providing lip movement measures as the
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the beginning of speech. The end of speech is marked when the variance
again falls below the beginning level. The use of variance is said to avoid
problems related to absolute levels of gain and signal-to-noise ratio.—DLR

5,586,180

43.72.Kb METHOD OF AUTOMATIC SPEECH
DIRECTION REVERSAL AND CIRCUIT
CONFIGURATION FOR IMPLEMENTING THE
METHOD

Achim Degenhardt and Thomas Henkel, assignors to Siemens
Aktiengesellschaft

17 December 1996Class 379/389 filed in Germany 2 September
primary visual features. Error rate graphs suggest that training with both 1993

acoustic and visual features may not have a significantly lower error rate

than acoustic features alone, but that the corresponding error rates are This patent discloses a device for controlling the signal gains in both

reached with roughly half the number of training passes.—DLR directions of a hands-free communication system, such as a speakerphone.
A combination of speech versus noise detection, time-dependent attack and
decay filtering and signal-to-noise ratiSNR) tracking is employed to de-
fine three system states: neither party talking, one party talking, or both
parties talking. The SNR values observed during these states control the

5581.652 gains to allow a more natural two-way interaction, such as when the listener
’ ’ attempts to interrupt the talking party.—DLR

5

43.72.Ew RECONSTRUCTION OF WIDEBAND
SPEECH FROM NARROWBAND SPEECH USING 5,579,433

CODEBOOKS
43.72.Gy DIGITAL CODING OF SPEECH SIGNALS
Masanobu Abe and Yuki Yoshida, assignors to Nippon Telegraph  USING ANALYSIS FILTERING AND SYNTHESIS
and Telephone Corporation FILTERING
3 December 1996 Class 395/2.3}; filed in Japan 5 October 1992

Kari J. Jarvinen, assignor to Nokia Mobile Phones, Limited

This speech quality enhancer reconstructs a wideband signal from a 26 November 1996(Class 395/228 filed in Finland 11 May 1992
telephone band signal covering typically 300-3400 Hz. Corresponding

codebooks of spectral shapes are constructed from wideband and band- This speech coder system uses a type of multipulse linear prediction

limited versions of a training data set. The narrow-band speech signal is theghging. Following the short-term predictor computations, each stage of a

passed to a linear prediction analysis and a search of the narrow-band codgsries of pulse locators passes on the developing excitation pattern and the

book. The corresponding wideband codebook entry is then used to synth@esulting residual to the next stage. After all stages of excitation pulse loca-

size a new speech signal at a higher sample rate.—DLR tion, the final residual is vector quantized and the pulse positions and am-
plitudes are coded for transmission. This design would probably be rated as
a potentially high-quality coder, but one having a fairly heavy computational
load.—DLR

5,579,431

43.72.Kb SPEECH DETECTION IN PRESENCE OF

B oy BAnD e VR COMPRESSION AND EXPANSION APPARATUS,
Q AND BANDWIDTH COMPRESSING SPEECH
Benjamin K. Reaves, assignor to Panasonic Technologies, SIGNAL TRANSMISSION METHOD, AND

Incorporated & Matsushita Electric Industrial Company REPRODUCING METHOD
26 November 1996(Class 395/2.23 filed 5 October 1992

5,579,434
43.72.Gy SPEECH SIGNAL BANDWIDTH

Yasushi Kudo and Yoshiro Kokuryo, assignors to Hitachi Denshi
This speech presence detector uses selected bands from a windowed Kabushiki Kaisha

Fourier transform of the speech signal to compute a frame-by-frame running 26 November 1996(Class 395/2.28 filed in Japan 6 December
variance. The energy level variance within a 250- to 3500-Hz band is com- 1993

puted for 12-ms frames with 50% overlap. Two thresholds mark beginning

and confirming levels. If the variance is greater than the confirming level for The patent describes a speech bandwidth compression system designed
at least 0.3 s, then the moment the beginning level was last exceeded maries transmit a high-quality speech signal over a narrow-b&adalog-
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modulated radio signal. A linear prediction residual is computed from the
speech signal and low-pass filtered to a cutoff at some fraction of the origi-
nal sample rate. A low-frequency noise signal is added and the result used to
synthesize a band-limited speech signal, which is downsampled, converted
to analog, and transmitted over the channel. At the receiver, théfide-

band LP coefficients are recovered and used to resynthesize the high-
quality signal.—DLR

5,579,437
43.72.Gy PITCH EPOCH SYNCHRONOUS LINEAR
PREDICTIVE CODING VOCODER AND Wj(1 )
METHOD . . . .
subtracting any previous frame energy remaining in the synthesis filter from
Bruce A. Fette et al, assignors to Motorola, Incorporated the perceptually weighted excitation signal. The resulting short-term spectral
26 November 1996(Class 395/2.7); filed 28 May 1993 vectors are transformed by an adaptive orthonormal transform similar to

singular value decomposition.—DLR
This speech coding system consists of two separate branches; a com-
bination of frequency domain techniques to process voiced portions of the
input and time-domain techniques for the unvoiced portions. Frames of the
linear prediction residual signal are autocorrelated to detect periodic excita-
tion and to estimate its period. For unvoiced frames, rms levels in contigu-
ous 1.5- ms time slots are vector quantized. For voiced frames, the moments
of excitation are estimated, yielding fractional-sample excitation periods. 5,579,436
The input signal is then rewindowed and a pitch-synchronous LP analysis is

done. An additional “phase correction” is applied as the pitch-synchronous43 72 Ne RECOGNITION UNIT MODEL TRAINING
spectral vectors are selected for frame transmission.—DLR BASED ON COMPETING WORD AND WORD
STRING MODELS

Wu Chou and Biing-Hwang Juang, assignors to Lucent
Technologies, Incorporated

5,581,651 26 November 1996(Class 395/2.58 filed 2 March 1992
43.72.Gy SPEECH SIGNAL DECODING Most speech recognizers, whether template, HMM, or neural network
APPARATUS AND METHOD THEREFOR based, are trained by the accumulation of statistical characteristics from a

limited amount of speech data. The most common training criterion is the
Toshiyuki Ishino and Akihiko Sugiyama, assignors to NEC  errorrate, thatis, the percentage of the utterances in a testing speech data set
Corporation which are not correctly recognized. According to this patent, a problem
3 December 1996 Class 395/2.1% filed in Japan 6 July 1993 arises in that the error rate does not include information about the perfor-
mance of near misses. A recognition loss function is described which takes
This patent describes an improved method for handling transmissiolinto account the scoring of competing utterances similar to the correct one.
errors in a sub-band speech coder. At the receiving unit, the synthesizer ihe loss function is said to closely approximate the error rate, but provides
supplied with fill-in data to bridge the gap when a frame from the transmittera smooth error measure to replace the discrete error rate—DLR
has been lost. The low-frequency bands are filled in by simply extending the
band amplitude values from the last correctly received frame. For the high-
frequency bands, average band amplitude values are maintained. On loss of
a frame, white noise is adjusted to the average band amplitude to fill in the
high bands.—DLR

5,681,655

43.72.Ne METHOD FOR RECOGNIZING SPEECH
5,583,963 USING LINGUISTICALLY-MOTIVATED
HIDDEN MARKOV MODELS
43.72.Gy SYSTEM FOR PREDICTIVE CODING/
DECODING OF A DIGITAL SPEECH SIGNAL BY Michael H. Cohen et al, assignors to SRI International
EMBEDDED-CODE ADAPTIVE TRANSFORM 3 December 1996 Class 395/2.5% filed 21 January 1991

Bruno Lozach, assignor to France Telecom This hi.dden Markov mode(IHMM?—based rec.ogniz.er emplqys groups

10 December 1996(Class 395/2.28 filed in France 21 January of allophonically related models which cover dialectic variations of the
1993 sounds in an equivalence class. During training, a set of linguistic rules

governs the activation of all of the HMMs in a class, allowing common
This linear predictive speech coder uses an orthogonal transform téeature characteristics to be trained for all allophones of the class. As allo-
reduce the bitrate for the spectral envelope, freeing some of the bandwidthhone HMMs are accessed by specific pronunciations of a word, the rule set
for an independent digital data stream. The front-end analysis, besides thge automatically extended to include representations for the new class

usual long- and short-term prediction and perceptual weighting, includesnembers.—DLR
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5,583,961

43.72.Ne SPEAKER RECOGNITION USING
SPECTRAL COEFFICIENTS NORMALIZED WITH
RESPECT TO UNEQUAL FREQUENCY

BANDS

Mark Pawlewski and Joseph G. Tang, assignors to British
Telecommunications public limited company

10 December 1996Class 395/2.5; filed in the United Kingdom 25
March 1993

This patent relates to the use of cepstral coefficients for speaker rec-
ognition or verification. The coefficients would typically be nonlinearly dis-
tributed on the frequency axis, resulting in, for example, a mel-spaced fre-
quency scale. Several transform methods are shown for computing the

POWER
o /™
/ \\\ from a caller ID signal may yield demographic clues indicating a possible
PL |\\/ regional dialect. This patent considers additional information which may be
! \ | gleaned from a video signal of the caller, possibly from a booth-mounted
ta) | | camera or headset-mounted LED pickup, where the caller need not be pro-

‘[ vided with a display for two-way video. A suggested application would be
| to improve the effectiveness of home incarceration.—DLR
|

5,585,579

43.75.De SOLID BODY CAPABLE OF VIBRATION
AND/OR REFLECTION IN DEVICES AND
INSTALLATIONS FOR GENERATING, RADIATING,
i‘ ; DISTRIBUTING OR TRANSMITTING SOUND

I | [ VIBRATIONS

= Tn

S
\ |
\ 1

) I : |

()

“Tead
George Ignatius, Hoefe, Germany

cepstral coefficients and mean removal from one or more of the cepstral 17 December 1996Class 84/19% filed in Germany 19 July 1983

values. It is not clear how this patent differs from other recent issues con-

cerning the use of mel-scale cepstra for speech or speaker recognition.—  The thickness of wood panels and braces in violins is typically rather
DLR uniform or tapered gradually. In this patent, thicknesses are purposely con-
G10a
5,583,965

43.72.Ne METHODS AND APPARATUS FOR
TRAINING AND OPERATING VOICE RECOGNITION

SYSTEMS toured or grooved in a complex manner to give the structure a more complex
set of mechanical resonances.—DWM

Peter Doumaet al, assignors to Sony Corporation
10 December 199@Class 395/2.8% filed 12 September 1994 5,585,581

This brief patent presents a distributed training procedure for a43.75.Hi GEL DRUMHEAD TRANSDUCING
speaker-dependent speech recognizer to help alleviate the burden of an in-
tensive initial training session. Ideally, the user may proceed to use the ~ Thomas P. Rogers, assignor to RTOM Corporation
system after a single training utterance. From that time on, the user may 17 December 1996Class 84/41%; filed 16 January 1996
choose to provide additional training utterances at any time before using the

h oo ) 2 : This amplified substitute for a conventional drum provides to the
system. It is a bit difficult to see how this strategy qualifies as nonobwous.—drummer a gel drumhead that is coupled to a mechanoacoustic transducer
DLR '

“The gel drumhead is constructed and arranged to present substantially the
same resistive forces to drum sticks when struck presented by an acoustic
5,586,171 drum correspondingly struck.”—DWM

43.72.Ne SELECTION OF A VOICE RECOGNITION 5 610,350

DATA BASE RESPONSIVE TO VIDEO DATA
43.75.Hi VARIABLE PITCH DRUM
Alex McAllister et al, assignors to Bell Atlantic Network Services,
Incorporated Bradford W. H. Miller, Spencer, WV
17 December 199€Class 379/67, filed 7 July 1994 11 March 1997 (Class 84/413, filed 5 May 1993

Prior patents have addressed the fact that speech recognition perfor-  An African drum known as a “Dondo” has an hourglass-shaped body

mance, particularly in a telephone environment, may be improved by the usthat can be squeezed to change drumhead tension that makes the instrument
of any and all additional information on the caller. For example, the numberttunable during performance. This patent describes a foot-operated tuning
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excitation signall to a filtered delay loop having delay lir@ and loop
filter 96. This decreases the complexity of the system.—DWM

5,521,325

43.75.Tv DEVICE FOR SYNTHESIZING A MUSICAL
TONE EMPLOYING RANDOM MODULATION
OF A WAVE FORM SIGNAL

Chifumi Takeuchi et al,, assignors to Yamaha Corporation
28 May 1996(Class 84/62%; filed in Japan 22 March 1991

For electronically or digitally produced musical tone signals to sound
more like conventional musical instrument tones, a controlled random
modulation is often required. This patent describes a digital system in which
waveform generatol receiving information stored in memo#y is used

_3

mechanism that controls a pulley system acting circumferentially on cable:
5 connected to ringBH,; andDH, to control the tension at both ends of the

NOISE
GENERATOR
5
j | 4
MUSICAL-TONE-DESIGNATION |~ "] MODULATION
INFORMAT ION GENERATOR CONTROLLER

drum.—DWM

5,610,351
43.75.Hi MULTI-FACED BEATER FOR DRUMS

Mitsuo Yanagisawa, assignor to Pearl Musical Instrument
Company

11 March 1997 (Class 84/422.}; filed 29 February 1996

} ! 2
WAVE
GENERATOR | ] Hmosw —-MUSICAL TONE
27
with loop sectior2 containing delay circuits, filters, multipliers, and adders.
A random noise generat@ acts through modulation controllérto modu-

late the generated tone in a desirable manner with suitable filtering of the
spectrum of the noise generator—DWM

5,543,578
43.75.Tv RESIDUAL EXCITED WAVE GUIDE

The head of this drum beater has four convexly shaped faces, each

differing from the others in either material hardness or shape or both. It can
be rotated to provide a variety of drum sounds when struck by different

faces.—DWM

5,500,486

43.75.Tv PHYSICAL MODEL MUSICAL TONE
SYNTHESIS SYSTEM EMPLOYING FILTERED
DELAY LOOP

Julius O. Smith 111, assignor to Leland Stanford Junior University
19 March 1996 (Class 84/622; filed 13 July 1993

Bryan J. Colvin, Sr. et al, assignors to Mediavision, Incorporated
6 August 1996(Class 84/62%; filed 2 September 1993

“Synthesizer models for emulating musical instruments can be im-
proved using an analysis model that compares the output signal of the model
to a recording of a desired sound and derives a residual signal that can be
used to correct the model. When the original model is a good one, the
residual signal is small and takes much less memory to store than is required
for a sampled sound.”—DWM

5,610,354
43.75.Tv MUSICAL TONE SIGNAL SYNTHESIZER
Koyama Masahiro and Nishimoto Tetsuo, assignors to Yamaha
Corporation

11 March 1997 (Class 84/62%; filed in Japan 12 January 1995

In a digital electronic musical tone synthesizer this patent discloses a

In a musical tone synthesizer of the “physical modeling” type, used system for synthesizing the tone with a desired formant characteristic in a

for synthesizing a plucked or struck string tone, this patent describes ananner said to be simple. A first waveform signal is produced at a desired
system in which the body filter can be eliminated by applying a suitablefrequency. A second waveform signal is produced that is indicative of a
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windowing function, while a third waveform signal, synchronously con- if desired. The headset is shown with a microphone on a boom from one
trolled by the second signal, starts from a predetermined phase at each cy@arphone that allows communication through the intercom when desired.—
of the second waveform signal. The first waveform is used to modulate th&FL

second waveform, and the second and third waveform signals are multiplied

to produce the musical tone signal output.—DWM

5,504,270 5,610,987
43.75.Wx METHOD AND APPARATUS FOR 43.80.Qf ACTIVE NOISE CONTROL STETHOSCOPE
DISSONANCE MODIFICATION OF AUDIO SIGNALS

Thomas R. Harley, assignor to University of Mississippi
William A. Sethares, Madison, W 11 March 1997 (Class 381/67; filed 12 March 1996

2 April 1996 (Class 84/643% filed 29 August 1994 The stethoscope uses three sensors. One sensor is placed against the

The method and apparatus of this patent are intended to modify thQOdy area being auscultated. On the opposite side of this unit, a second

dissonance of a musical sound signal by identifying the tonal partials b);ensor i_s used to _pick up un_desired amb‘e'.“ noise, which is_ canceI‘Ied out
frequency and amplitude, then shifting the frequency of one or more of theelectronn:ally. A third sensor is placed at a distance from the first to pick up

partials and reproducing the more or less dissonant tone as desired. Refer
enced publications from oudournal include Plompet al, 38, 548-560
(1965 and Kameokat al,, 45, 1451-1459, 1460-1469969.—DWM

5,616,845 DIGITAL
- PﬂggENsAéOR
43.80.Pe ACOUSTIC SENSOR SYSTEM FOR o
INSECT DETECTION %

Robert Hickling et al, Oxford, MS
1 April 1997 (Class 73/58%; filed 18 March 1994

8 9
The patent describes “an apparatus for quickly, accurately and inex- %{/3

pensively inspecting agricultural commodities for insects. A basic concept

of the present invention is to provide an insect detecting apparatus including

isolation means for isolating the agricultural commodities from external

noise and vibration; improved acoustic sensor means for detecting any
sound from the agricultural commodities and for generating a signal inambient noise for cancellation. The main sensor uses a piezoceramic pickup.
response to any sound so detected; and user recognizable output means %gltal electronics are used to correlate the output of the sensors and deliver
producing user recognizable output in response to signals generated by tffee processed signal to earphones.—SFL

acoustic sensor means(It) was developed initially to speed up inspection

for pink bollworm in cotton bolls.”—DWM

5,602,924 5,616,890

43.80.Qf ELECTRONIC STETHOSCOPE 43.80.Qf BINAURAL STETHOSCOPE ALLOWING
SURROUNDING NOISES TO BE HEARD

Jocelyn Durand etal, assignors to Theratechnologies,
Incorporated Georges Boussignac, Antony, France
11 February 1997(Class 381/67: filed 9 December 1993 1 April 1997 (Class 181/13}; filed in France 29 August 1995

The patent shows an electronic stethoscope designed to minimize vari- ~ The patent shows a chestpiece with two heads. The tubing from the
ous types of noise. A first filter unit filters out the operator’s tremor vibra- usual binaurals is attached to a tube supporting the heads which continues
tion and passes frequencies below 75 Hz; a second filter unit attenuatd¥eyond the heads a short distance, and that is open at the far end. The
ambient noise and passes sound components of interest in the range 110pening may be kept closed by a finger or may be left open to admit
1300 Hz; and a third filter unit passes the sounds of mechanical heart valvesurrounding noise or speech. An alternate construction shows a small hole in
A level detector periodically disables the audio amplifier if the detectedthe tube from the binaurals that can be closed by a finger or left open as
level exceeds a predetermined amplitude. A well-drawn block diagram oflesired.—SFL
the circuitry is shown.—SFL

5,604,811
43.80.Qf STETHOSCOPE AND HEADSET SYSTEM

5,695,182

43.80.Vj CARDIOVASCULAR MEASUREMENTS BY
Kenneth M. Mclntyre and Constance T. McIntyre, San Antonio, SOUND VELOCITY DILUTION
X
18 February 1997(Class 381/67; filed 29 September 1994 Nikolai M. Krivitski, assignor to Transonic Systems, Incorporated

21 January 1997(Class 128/69 filed 7 June 1995
The patent describes a stethoscope system that is particularly adapted

for use in monitoring a patient in an aircraft, and communicating the results An indicator medium is injected into the bloodflow upstream of two

to crew members through the aircraft's intercom system. The chest piece iltrasonic transducers. The transducers detect the dilution through changes

cylindrical. It has a diaphragm at one end and also contains controls foin sound speed measured using a transmission technique. The changes are
adjusting the level of the received vibrations. The output of the chest piec&ised to determine hemodynamic parameters such as blood volume changes,
goes to a switch that allows the signal to be routed to the aircraft’'s interconprotein concentration, or cardiac output.—RCW
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5,596,989 5,596,991

43.80.Vj ULTRASONIC PROBE 43.80.Vj CATHETER TYPE ULTRASOUND PROBE
Katsuaki Morita, assignor to Olympus Optical Company Toshizumi Tanaka, assignor to Fuji Photo Optical Company
28 January 1997 (Class 128/660.% filed in Japan 28 December 28 January 1997(Class 128/662.0g filed in Japan 7 April 1994
1993

The ultrasonic transducer in this probe is located at the end of an
In this probe, an ultrasonic transdudeis focused by a leng onto a elongated flexible catheter and a rotatable support is located at the distal
reflecting convex mirroB(31). The result is a columnated beam perpendicu- end. In the catheter is a flexible transmission shaft that is rotated by a

. ; . . controller mounted outside the catheter at its proximal end. Connections to
lar to the long axis of the probe. The beam is scanned circumferentially b¥he distal end are made through slip rings in the controller—RCW

5,598,845

5 4 43.80.Vj ULTRASOUND TRANSDUCER DEVICE
( : FOR CONTINUOUS IMAGING OF THE HEART AND
OTHER BODY PARTS

P. Anthony Chandraratna et al., assignors to Stellartech Research
Corporation
4 February 1997 (Class 128/662.08 filed 16 November 1995

/1l 2 3(31) This device contains a semispherical enclosure in which the transducer

is mounted. The housing can be angled to scan the beam produced by the

rotation of the convex mirror that is connected to a sh&@fsupported by a  transducer. The assembly is fixed to the surface of the body by an adhesive
bearingl2—RCW patch.—RCW
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Theory of the time-reversal process in solids®"®
Carsten Draeger, Didier Cassereau, and Mathias Fink

Laboratoire Ondes et Acoustique, E.S.P.C.I., UniverBigis VII, CNRS URA 1503,

10, rue Vauquelin, 75231 Paris Cedex 05, France

(Received 8 July 1996; accepted for publication 10 April 1997

In this paper, a theoretical formulation is proposed to describe a time-reversal process in a solid
medium with two propagation modes, longitudinal and transverse waves. A plane time-reversal
mirror (TRM) is used, installed in a fluid which is in contact with the solid through a plane interface
parallel to the TRM. The basic approach is similar to the case of a plane fluid—fluid intEEface
Cassereau and M. Fink, J. Acoust. Soc. A6, 3145—-3154(1994]; it is extended to take into
account the different wave types. It is shown that the TRM is able to recreate properly in time and
space the reversed fields of the longitudinal wave and the vertical polariZtianf the transverse
waves, but not the horizontal polarizati®&H. The focusing quality of the backpropagating waves

is limited by their respective wavelengths, so the slo@®¥wave can be better focused. Additional,
unwanted wavefronts are created in the solid, too, but they are of weak amplitude and they are not
focused. Numerical simulations illustrate the dependence of the focal pattern on parameters like
distance—source interface, size, and eccentricity of the mirror.1997 Acoustical Society of
America.[S0001-496807)04008-3

PACS numbers: 43.10.Ln, 43.20.Gp, 43.20.Fn, 43.201BG

LIST OF SYMBOLS u(x,y,zt) any function of time and space
a, B, andc velocities of longitudinal and transverse U(X,y,z,®) its Fourier transform over
waves in the solid and of the pressure waveU (Ky,ky,z,t)  its 2-D Fourier transform ovex andy
in the fluid U(ky,ky,z,w) its 3-D Fourier transform overx, vy,
Ps:P density of the solid and the fluid andt
INTRODUCTION finite size, we can show that its performance can be compa-

' ~rable to the cavity, in spite of the loss of informatidn.

We have been working for several years on a technique  Qur experimental time-reversal devices are mostly de-
to optimize acoustical focusing based on the principle Ofsigned to work in a fluid environment. Nevertheless, a large
t|me-reversa|_(l|jlr_1xar|ance of the acoustic wave equation ing|q of applications prompts us to exploit the performances
lossless media.”™ In a few words, ife(r,t) is an acoustic ¢ the time reversal method in solid materi&lSo we have
,f'eld and thus is a sqlutlon of the wave equation, we k_nowto plunge the solid into water and consider the process via a
instantly thatp(r, —1) is another solution and thus a possible solid—fluid interface. The case of two fluids separated by a
acoustic field. In particular, itp(r,t) is a wave diverging ; . . .

plane interface has already been discussed in a previous

from a point, ¢(r,—t) must be focused on this same loca- 6 . .
tion. This rises the idea of a focusing procedure in two steps\{vork' In this paper, we extend the theoretical approach to a

First, we install an acoustic source and measure its emitted®M09€neous, isotropic solid bordered by a plane interface

field by means of a closed receiving surface around the md® 2 fluid and we discuss how the different modes of wave

dium. We suppose that each point of this surface is able troPagation are involved in the process.
record the wave as a function of time, and then to reemit in e consider a pointlike source of elastic waves located
a second step in order to generate the time-reversed solutiofiside a solid half space at the origir-y =z=0 [Fig. 1(a)].
This time-reversed wave now backpropagates through th&he plane solid—fluid interface is a&=h>0 and the TRM is
medium and focuses finally on the location of the initial located in the fluid az=Z>h. The source emits a short
source. pulse of longitudinal and transverse waves P and S
This concept of closed time-reversal cai@TRC) has  waves which are partially transmitted at the interface into
been studied in a previous wotkdowever, a closed cavity the fluid and thus both converted into pressure waves. Unlike
is difficult to realize and often not useful for applications. If the previous pap&rwhere we installed a second TRM to
we replace the CTRC by a time-reversal min@RM) of  capture reflected waves, we now consider that all waves
emitted or reflected into the negatizalirection are lostSH
deditor's Note: For background see “Time-Reversal Acoustics,” Phys. waves, in particular, are totally reflected and therefore it is
,roday50(3), 34—-40(March 1997. , __impossible to apply the time-reversal process to this polar-
Selected research articles” are ones chosen occasionally by the Editor- . . . L
in-Chief, that are judgeda) to have a subject of wide acoustical interest, ization of transverse waves. This results in a limitation of the
and (b) to be written for understanding by broad acoustical readership. TRM device. Only theP and SV wave components yield
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fluid *° fluid

[ solid B solid \  #== N X i + e
%% NG TR exp(j (kx+kyy))=FT,p[ P].
source id - Due to the wave equation, the dependence can be writ-
m%& " -~ desired waove ten exp||C|t|y

W  undesired wave

D(Ky Ky ,2,0) = D(Ky Ky ,2=0,0)expl(j va(k,)2),

where v, is a function ofk, = \/kxz+ kyz and the longitudinal

FIG. 1. Time-reversal behaves as a two-step prodegsEmission of a ~ wave speedr and is defined by
short pulse of longitudinal and transverse waves by an active source in the

@ ®)

solid, yielding two pressure-wavefronts in the fluid; Recording by the TRM Vow?la?— kr2, if k<ola @
o aric o y . . X v =1 ]
(b): Re-emission of the time-reversed fields into the fluid by the TRM; « i /—krz_ wZ/aZ' if k,>wla.

Backpropagation of the two wavefronts in the fluid, yielding four wave-
fronts in the_ solid; The de_sired waves _arrive simultaneously at the initial|f Vg is real, i.e., ifkr$w/a, it can be considered as tlze
source location, the undesired ones arrive before and afterwards. componenk, of the wave vectok= (K, ,ky k,) of a propa-
gative wave. Ify, is imaginary, the wave is called inhomo-

two wavefronts in the fluid, the first one created by the fastegeneous, its amplitude decreases exponentially with the
P, the second one by the slow8V waves. depth in thez direction.

The TRM records them both and is able to distinguish  with similar definitions, we obtain for the shear-wave
between the two wavefronts if their arrival time is suffi- fie|g:
ciently distinct. In this case, we can choose to throw back ~ ~ )
only the wavefront corresponding to tRewaves, or the one Wk ky,z,0)=W(ky ky,z=00)expljrsk,)2).
of the SV waves, or both. When the backpropagating wave-  Each wave type in the solid generates at the interface a
fronts arrive at the fluid—solid interface, each of them createsvavefront in the fluid. Describing the transmitted sound
two wavefronts in the solid, one corresponding to the origi-wave by its pressure field, we can split it formally into the
nal type of wave, thus wanted, and one of the other type opart created by th® wave pp and the one produced by the
wave, thus unwantefFig. 1(b)]. We will show that the un- SV waveps:
wantedSV wave (created by the returneB wavefron) as _ -
well as the unwante® wave due to the returne8V wave- P(x.y,2,0)=Pp(X,y,2,) +Ps(X,y.,2,0), giving
front only to yield a low-level noise, they are not focused 5P(kx,ky,z,w)=EI3(kx,ky,z=O,w)Tpf
and arrive at different times. On the contrary, the two wanted ) )
wavefronts focus at the same time and at the same place, i.e., X exp(jv.h)expjre(z—h)),
the location of the initial source which now remains passive. Pa(Ky Ky ,2,0) =W (K, Ky ,2=0,0) T

In Sec. I, we develop the theory to describe the time-
reversal process for any type of acoustic source. The results xexp(jvgh)exp(jve(z—h)).

obtained are iII.ustrat_ed in_Sec. Il using a special type ofrhe transmission coefficient&; and T, are functions ok,
source. Numerical simulations are performed showing th%\ndw, their exact expression is given in Appendix A;(B),

()

focal pattern in several examples. v is defined similar tov, with sound-wave speecd
At z=Z, the TRM records the arriving field. In previous
| GENERAL THEORY paperst® we considered different cases depending on the

type of baffle the TRM is mounted on. However, it turns out
As SH waves, as well as the waves emitted by thethat the reemitted fields behave almost alike in all cases. So
source in the negative direction, are of no interest in the this time, we will leave out this distinction and consider only
time-reversal process, we describe the displacement vectorthe easiest case, corresponding to a simple phase conjugation
of the incident elastic field as a function of the potenti@ls in the frequency domain.
and ¢ of the P and SV waves propagating in the positize  We suppose that the mirror is infinitely large, i.e., it mea-
direction? sures and emits at each point in the whalg plane at

_ =Z, and we reintroduce its finite size by an obturation
1Y 1t _V 1Y 1t +vax 0107 1Y 1t . z - ’ . . . . .
uix.y.z,t) pOxy.2) ©.04(xy,2.0) (1) during the reemission step via an aperture function defined

In fact, there is no need that this initial field is due to a
pointlike source. The conclusions drawn below will also be o(x,y) = 1,
valid for extended sources. The only condition is the exis- ’ 0, elsewhere.
tence of the 2-D Fourier transform E§[..] overx andy in |t has been showfithat the focal pattern converges to the one
the frequency domain of the potentiafB(k, ,k,,z,w) and  generated by an infinite TRM as its size increases.
W(ky,ky,z,0): We obtain for the reemitted fields at=Z:

at the active surface of the TRM
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— 1\2- *
Pr.s(X,Y,Z,w)= E) d* (X,Y,Z,0) Xy FTo Tre

12 ~
5) o(x,y) $R(X.Y,2,0)=

xXexp(—2Im v, (h—2))

xf f dk, dk, P5 o(ky,ky,Z,0)
Xexp(—2Im v (Z—h))].

X exp(—j(kx+kyy)) -
Pty v The first term, ¢*(X,y,z,w), corresponds exactly to the

= 2 FT. [P* time-reversed field ¢(x,y,z,—t) we are interested in. But
2 O(X,Y)FT2.0[ Pp s]. the quality of the reversed wave decreases by losses due to
interface and propagation. These effects are carried by the
Note that the former inverse Fourier transform is now a di-second term, which convolves the first one. The spectrum of
rect one. this term is mainly determined by its exponential functions.
To simplify forward mathematics, we omit the aperture Their values are equal to 1 while, and v, are real
function and hence calculate as if the TRM was of infinite (k. < w/a;k,<w/c); for greater values df, , i.e., those rep-
size. However, in the simulations, we take into account itsesenting the evanescent part of the spectruand v, are
spatial limitations. imaginary. The exponential functions give very small values,
From (3) we obtain for the time-reversed wavefronts: if the distances between interfabeand observee, or be-
~n ~ tween interface and mirroEZ-h, are greater than several
Pp(ky Ky ,Z,0)=D* (ky ,ky,z2=0,0) Tg wavelengths. The spectrum is cut off sharplykat w/« or
ok P k.= w/c. This truncation results in a focal spot width in the
xexp(—jvghexp(=jve (Z=h) Xy space which corresponds roughly to the greatest of the

Xexp(—jve(z—2)), two wavelengths involvethormally, the one of th& wave.
Numerical simulations presented in Sec. Il show that the
Eg(kx,ky,z,w)z"ff*(kx,ky,z=O,w)T’S‘f influence of the transmission—backtransmission coefficient
TETee on the spot size is less important. Of course, the am-
Xexp(—jvgh)exp(—jvg (Z—h)) plitude of the focal spot is reduced but its shape is not altered
X exp(— j ve(z—2)). very muc_h; the information loss is almost exclusively due to
propagation effects.
Each of them generates two wavefronts in the solid. In the same way and with the same conclusions we write

Hence we obtain two desired wave fields corresponding téhe returned, desire8V wave
the initial type of wave,

- 1\22 *
g = R X1 121 = _> * X1 121 v\
DR(Ky Ky ,Z,0) = D* (Ky Ky ,2=0,0)eXp( — jv,2) ys(xy.z,w)=| 5| ¥ (Xy “’)x,y
XThTi exp(—2 Im ty,h) FTo.o T&Tts €xp(—2 Im vg(h—2))
Xexp(—2 Im v (Z—h)), (4) Xexp(—2 Im ve(Z—h))].

¥*(X,y,Z,w) corresponds to the time-reversedV field

WR(K, K =W* (kg ,ky 2= —
s(kaky,2,0) (ki ky z=0w)exp(=jv2) ¥(X,y,z,—1). This means in particular that, if the TRM re-

X T§Trs exp(—2 Im vgh) verses both fields together, they will focus at the same time
at the same place, i.e., the initial source location. This is the
xXexp(=21m v(Z=h)), ) proof of the time reversal mirrors capability epatial and

temporal recompressionAgain, if the distances are great
enough, theSV focal spot has approximately the size of the
maximum of the two wavelengths and is thus smaller than
the one of theP wave.

In the expression of both undesired wavefror@,and

and two undesired wavefronts, &V wave created by a
returnedP wave and vice versa:

DR(ky Ky ,2,0)=T* (K, Ky ,2=0,0)eXP( — | 1,2)

XT&Te explj(v,— vj)h) _(7), we find _the term exlij_(va— vi)h) or it_s complex_con-
jugate. If h is not exceptionally small, this factor yields a
Xexp —2 Im v (Z—h)), (6) phase that changes quickly with the angle of incidence, i.e.,
~n ~ ) with k, andk,, and this inhibits focusing anywheréf h is
Wp(ke Ky ,Z,0) =" (Ky Ky ,2=0,0)exp(—jvp2) very small, the undesired waves are actually focused, but this

is due to the fact that the backpropagating wavefronts are
already focused in the fluidTheir amplitude is reduced in
xXexp(—2 Im v (Z—h)). (7) an important manner by the factofgT or TjT;s, where
_ one term is small when the other is great and vice versa.
_With v,=v;+2j Imv, and FL[®* exa—j»;)] Finally the undesired wavefronts do not arrive at the same
= ¢*(X,y,Z,w), the returned and desirélwave(4) may be time as the desired ones at the origin. The time-reversed
written in thexy space as a convolution: wavefront corresponding to the wave generates at the in-

X TiTss explj(vg—vi)h)
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0 Maximum amplitude (dB)

P-wave

. SV-wave

v
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)
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FIG. 2. Directivity pattern ofP andSV waves created by a pointlike force undesired waves
parallel to thez axis. P waves are mainly emitted forwargV waves mostly
laterally.

terface two wavefronts in the solid: A desired ondPofvave
type and an undesired one 8V wave type which propa-
gates more slowly than the first one and hence arrives later at
the initial source position. In . the same way, the tlme_FIG. 3. Comparison of amplitude and focal spot sizé*ofSV, and undes-
reversed wavefront corresponding to B¥ wave generates ired waves for a TRM of infinite sizeSV waves have a higher amplitude
an undesired® wavefront in the solid which arrives sooner and are better focused. The apparent weak focalization of the undesired
than the desired one. waves vanishes completely for higher distankés the interface.

So we find the main properties of the undesired waves:
They arrive at the wrong time, they are not focused, and the
are of low amplitude.

X (mm)

With this formula, one may observe a curious property for

the undesired waves: The focal patterns of thgicompo-

nent are identical, the spatial distributions in theplane are

IIl. NUMERICAL RESULTS strictly the same. Of course, they do not arrive at the same
In order to illustrate and quantify the previous results,time atz=0 and theiru, andu, components are different.

we consider a particular ultrasonic source. Imagine a time- We have developed a software to calculate the focal

dependent body force inside the solid, only active at the oripattern of the backpropagating waves inside the solid. The

gin and directed along the axis: waves and their propagation are first calculated inkjig

space and in the frequency domain as indicated above, and

f(r,)=(0,0,f(t) &(r)). tr?e displacement, inqreal s);Jace and in the time domain is

This type of force generates exclusivalyand SV waves, finally computed by fast Fourier transforriBFTs. We ob-

but no SH waves. The resulting waves propagate in all di-tain the focal pattern by displacing the observation point

rections, but we are only interested in the propagation in th@long thex axis in the plane=0 and taking the maximum

positive z direction, i.e., towards the interface. As shown in amplitude in time.

Appendix B, we may describe the fieldszat 0 by As an example corresponding to future experimental set-

ups, we take the properties of duraluminum for the solid and

water for the fluid:

ps=2700 kg/mi, p=1000 kg/nt
a=6300 m/s, B=3150 m/s, ¢=1500 m/s.

. The excitation function is a sinusoidal burst with a Gaussian
envelope, a central frequency of 3.5 MHz and a relative
The corresponding directivity pattern is plotted in Fig. 2. —6-dB bandwidth of 100%. If not explicitly mentioned, the
P waves are emitted mostly in the forward directid®y  distance between source and interfacehis5 mm, and
waves mainly in they plane. Z=15 mm. The spatial domain for andy is in the range
To evaluate the focusing quality, we prefer to consideff —25 mm, +25 mm] with 512 steps of 0.098 mm. The
the displacement in the directionu,: It represents the di- wavelengths corresponding to the central frequency for all
rection of the initial excitation and it allows to compare di- types of waves involvedP: 1.8 mm,S: 0.9 mm, water: 0.4

Bk ko z.0)= 2 e
( X s y,Z,w)—wexq]VaZ)
and

T(w) expjvgz)
2p.w? vg

W(ky Ky ,2,0) =]

rectly P and S waves. It can be computed as mm) are always large compared to this observation step. We
use also 512 temporal points with a sampling frequency of
TR J TR
UZ(ﬁ(erky!va):&_q) (kkayuzyw) 32 MHz.
z First, we compare the displacement of the returne®
— _ i TR wave,S wave, and undesired waves in Fig. 3. The maximum
Jr @ (ky Ky, Z,0), . ; : i
_ ~ amplitude is converted to decibel units into the range
US,(Ky Ky, Z,0) = (KZ+ k) WR(Ky Ky ,Z,0) [—80, 0dB in order to have the greatest value of the three
. waves at 0 dB. The amplitude of ti&V waves is shown to
=k ¥ (ky Ky Z, ). be higher than th® wave. This is due to several effects: The
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FIG. 4. Focal spot narrowing of tHé wave by decreasing the distariceo FIG. 5. P-wave focal spot dependence on mirror size: It widens slowly as
the interface. For distances lof=5 mm or higher, the evanescent part of the the diameteD of the TRM decreases.
spectrum is insignificant, for distances of 0.5 mm or lower, the propagative
part is negligible.

the sidelobe level rises quickly until complete breakdown of
focal spot of the transverse waves is narrower and thus thiocusing.
maximum amplitude higher; Due to the higher impedance SV waves are barely emitted in the forward direction
contrast, the transmission—backtransmission coefficient ofind their transmission coefficient is low for small angles of
the P waves is significantly smaller than the one of 8%  incidence. So they yield only a weak signal in the region of
waves; Finally, this particular type of source generateshe TRM near the axis. One may be tempted to avoid this
mainly transverse waves. The undesired waves are shown tegion by shifting the mirror laterally, and hence to time
be unfocused and of low amplitude. reverse only the signal arriving at one side of the center. In

The focal spot width does not result from the transmis-Figs. 7 and 8, we present focal patterns with a TRM of size
sion coefficients, but from the decrease of the evanescef =14 mm (a size giving an unsatisfactory result f&\V
part of the spectrum during propagation. This fact is illus-waves, its center being located at various valuesn thex
trated in Fig. 4, where we represent focal patterns ofRhe axis. The focal pattern of the longitudinal waves suffers
wave for different distances of source and observer to the slightly from the shift, it remains centered at the initial
interface. Approaching the interface means reducing thé&ource position for small values of. On the contrary, for
propagation effects inside the solid, the truncation of the inthe transverse waves, we observe a breakdown of the focus-
homogeneous waves as described in Sec. | is no more shaipg even for very small values of. Thus a focusing en-
They even dominate the focal pattern for valueshaff 0.5  hancement by shifting the mirror from the center cannot be
mm or less(the propagating part does not dependhonThe  expected, we even have to pay attention to center TRM in
evanescent waves permit a focal spot size smaller than the
central wavelength of the waves in the solid but, of course,
not smaller than the pressure wavelength in the fluid because Maximum amplitude (dB)
of the truncation of its spectrum during propagation in this o " , . ; . : : ;
medium. Dinmm

However, sidelobe level rises for small valueshofThe |
transmission—backtransmission coefficient of the propagat-
ing part of the spectrum can roughly be considered as con-
stant and thus has little effect on the focal pattern. Thisisno -5
longer true in the evanescent part. When this part dominates
the spectrum, sidelobes are more important.

As in experimental setups we use mirrors of finite size, .5
we now analyze the dependence of the focal pattern with )
respect to the size of the mirror. We introduce an aperture -0
function o(x,y) corresponding to a disk of diametBr cen-
tered on the axis. In Figs. 5 and 6, we represent the influ- .y
ence ofD on theP andSV waves, respectively. For values 4015 s s s : : : -
of D>30 mm, we do not observe any significant difference x (mm)
to the case of an infinite mirror. The longitudinal focal spot
enlarges continuously but slowly d3 decreases. On the fig, 6. s\wave focal spot dependence on mirror size: Sidelobes rise
contrary, the transverse focalization holds its spot size, bujuickly as the diameter of the mirror decreases.

SV-wave |

20F
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Maximum amplitude (dB) tional, unwanted, wavefronts. They do not harm the time-
' ' ' VAN ' ' reversal process as they are of low amplitude, not focused,
L Xinmm V7 I AN P-wave | and of a different arrival time.

We have performed numerical simulations confirming
these statements. They show furthermore that the main influ-
ence of the interface is limited to the loss of tBél waves,
the focal patterns do not suffer in a significant w&8N
waves are better focused, as predicted, but are shown to be
also of higher amplitude than thHe waves. However, they
are more difficult to reverse: To obtain low sidelobe levels,

. ] they need a mirror of large aperture which has to be centered
N precisely in front of the source. Furthermore, we expect ex-
perimental difficulties for a pur&V-wave reversal: In solid
samples of finite size, one may observe multiple reflections
10 of longitudinal waves arriving at the mirror at the same time
X (mm) as the slower transverse wavefront. The TRM hence records
a mixed signal which still can be reversed successfully, but
FIG. 7. Variation of theP-wave focal spot, if a mirror of diameter the refocusing process does not yield the quality of a pure
D =14 mm is shifted byX from the center. The spot size increases slowly SV reversal.
and loses its symmetry only for high valuesXf . . . .
First experiments using a laser source have been carried

) o . out. They confirm the main ideas developed in this paper and
front of the source in order to minimize sidelobe levels. || pe the subject of a following one.

IIl. CONCLUSIONS

In this paper, we give a theoretical approach to examind‘PPENDIX A: TRANSMISSION COEFFICIENTS

a_ltime—reversal process in a solid medium.with two propaga- | this Appendix, we are searching for the transmission
tion modes:. The solid is borde_red by a ﬂ.u'd whe_re the time+ oefficients for incident plane waves on a plane solid—fluid
reversal mirror works. To obtain refocusing quality, we take r fluid—solid interface. For simplicity, the interface is at
into account the different propagation modes in solid and(i0 andk, =0, k,=k, . We consider three casd4) incident
fluid as well as the influence of their plane interface. It isp |\ ve %2) i’ncxidenrt.SV wave, (3) incident sound wave
shown that the TRM is able to perform a temporal and SpaGiving to all incident waves the amplitude 1, the expressions

tial recompression of the longitudinédr P)_ waves andsV of the total wave fields as defined in Sed¢Eq. (1)] are
polarization of the transverse waves, but it cannot reverse the

SH polarization. So the reversd®l and SV waves arrive at E= exp(j (KX + v,2)) + Rpp exp(j (kyx— v,2)),
the same time focused on the initial source location with &gt caset 3= Rps explj (Kx— v42)),

focal spot width corresponding approximately to their central B="Tpr explj (k X+ 1:2)).

wavelength. Thus the slower transverse waves are better fo-

cused. Furthermore, we predict the generation of two addi- Yr=exp(j (kex+ v52))+ Rss expl(j (kX —v42)),

2nd casey ¢=Rgp exp(j(kx—v,2)),

Maximum amplitude (dB) P=Tsr expli (kX vez)).

E: exp(j (kX —vz))+ Ry exp(j (Kex+ v.2)),
3rd casey ¢=Tp explj(KX—v,2)),
= Tis explj (KX —vg2)).
The fields are related to each other by boundary condi-

tions at the interface=0 (see also Refs. 8 angd:9
(1) The z component of the displacemeny is continuous:

!/I/
i
i

Xinmm

SV-wave |

d~ 0~ 1 9 _

U= ¢ e V= P

(2) The vertical tractiorl, is continuous:

2 53

~ ~ d
T,=\V%¢+2u 72 ¢ 2m

Z: _b’l

< Com) ax? 9z
where\ and u are the Lamesoefficients and related to the

2 — 22
FIG. 8. Same as Fig. 7, for th®V wave. Focusing and symmetry break Wave SpGGdS by + 2,U«—_Psa ar‘QM—PS,B .
down even for small values of. (3) The horizontal tractiol, vanishes”
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92 3 ~ &

w2V

J
ox

Tx=2p d—p

oX dz

E)=o.

Writing these equations and eliminating the reflection

tion. In fact, the displacement, 4 resulting from this term,

coefficients for each case described above, we finally obtain

the transmission coefficients:

2
Tor=y Pspo*(@? =287 v,

_4(=jky)

TN pspBPok v,

2
Tip=rg (@° =287k} v,

— 2
TfS N(_]kr) B krVa'VCl

with
N=4psB*Kive+4psB*Kiv,vgve—4psBiwKkiv,

+ pswAVC—pw“va .

APPENDIX B: INCIDENT FIELDS

In this Appendix, we are interested in the fields

(5(kx,ky,z,w) andW(ky,ky,z,0) resulting from a force lo-
cated at the origin and directed along thexis:

f(r,t)=(0,0,f(t)4(r)).

An expression of the emitted fieldgb.(X,y,z,t) and

Y(X,Y,2,t) in the time domain and in the real space is given

by Aki and Richards":

J 1 R/«
47TPS(E§>fO f(t—7)dT,

01 0 10
JdyR' xR
RIB

.

whereR= \x?+y?+ 7 represents the distance from the ori-

gin.
In the frequency domain we obtain

be(X,y,Z,1)=

Yy, 20= 5

f(t—7)dT,

~ ?(w) 0 1\ (Rl _
¢e(x'y’z'w):_47rps Eﬁ) fo Texpjor)dr
f(w) o (exp(jw/aR) 1)
__47rp5w2£ R "R
and
~ Tw) (9 o \[expjolBR) 1
l/’e(x!yvzlw):4ﬂ_psw (W._&_X,O)(T— ﬁ)
=V x(0,0,0,).

The second term in each of the bracket®,fias no physi-
cal interest for the wave propagating in the positivdirec-
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) 1), vl oot

uznd_477psw2 5§+ VX097 R
() 21)
“mpe? | 907 g

vanishes everywhere but at the origin. Hence to describe the
propagating fields, we set

- 0 9 [expjolaR)

d)(X,y,Z,w)— - 47Tpsw2 E R (Bl)
and

E(X,y,z,w)= f(w) exr(jw/,BR)- B2)

4mpgw? R

These two expressions show a term that corresponds to a
spherical wave, whose 2-D Fourier transform can be written
as follows(comparé'9:

expjw/ aR)

exp(jv,lz])
R J :

a

2-D (B3)

It finally results from(B1), (B2), and (B3) the following
formula:

B(ky Ky 2,0)=—] () (9(

exp(jv,2)
- 2psw? iz

Vo

f(w)

% exp(jv,2),

sw2

T(w) expjvg2)

Wlooky 2,0) =1 5, 27—

valid in the rangez>0.
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A noncontact acoustical system has been developed which measures Young's modulus of solid
materials at high temperature witk0.05% accuracy. The system employs capacitioe
electrostatit transducers to excite and detect vibrations of millimeter-sized resonant tuning forks,
whose resonance frequencies alter with changing temperature and material properties. The use of
tuning forks in their fundamental symmetric modes of vibration provide resonances dphigind
eliminate irreversible frequency and drift effects that occur with other forms of resonator. The use
of noncontact capacitive transducers reduces the damping and stresses that otherwise occur with
contacting transducers, and allows the system to be simply and accurately modeled. Both single
crystal silicon tuning forks, and those manufactured from hydrided and unhydrided Zr—2.5%Nb,
were investigated at temperatures up to 700 °C. The measured responses of silicon forks confirmed
the system accuracy, and suggested that single-crystal silicon be standardized as a calibration
material for acoustical measurement systems. Results obtained with Zr—2.5%Nb tuning forks
allowed an accurate quantitative analysis of the effects of hydride dissolution and precipitation on
Young's modulus, and confirmed that Young's modulus of hydrided Zr—-2.5%Nb decreases in
proportion to free hydrogen concentration. This experimental system should prove valuable for
accurate modeling of high-temperature material transformations in solidsl9% Acoustical
Society of Americd.S0001-4967)05708-]1

PACS numbers: 43.10.Ln, 43.58.Hp, 43.35.Cg, 43.58.Vb, 43.38BE]

INTRODUCTION ing an understanding of internal friction processes and ane-
_ _ ~ lastic responses of solid$. One difficulty with these
Acoustic resonators are valuable tools for investigatingechniques is the appearance of frequency hysteresis and drift
material properties as a function of temperature. Their Valu%‘_ffects, which occur under conditions of cycling temperature

stfams from the general temperature erendenpe_ ofa matefie 1o unrepeatable strains that are induced in the resonators
al's elastic constants, density, and internal friction, WhIChb their supporting clamps

ff han in ic resonator h mperatur : :
effect changes acoustic resonators as the temperatu é/ Early resonance techniques often monitored only one

changes. In general, resonance frequencies are affected by . . . . :
. . : vx?ratmnal mode, but it has since been realized that in-
changes in elastic constants and density, whereas strengths 0

X o . creased accuracy results when numerous modes are ob-
resonancefor Q's) are affected by changes in internal fric- served. This multimode method, basically a form of acoustic
tion. Suitable measurements of acoustic resonators as a funrce_sonaﬁce SDECIT0SCo ves i’m rove dyaccurac since more
tion of temperature can therefore yield a wide range of in- P by, g P Y

formation regarding the structure and strength of materialst,han one modal frequency can be related to the same group

structural transformations, thermodynamic and transpor?f elastic moduli and sample dimensions. One example

properties, etc comes from standards research where all of the elastic con-

There are many examples in the literature of the use oftants o_f isotropic and anisotropic solids were obtaine_d vv_ith
solid acoustic resonators for the study of temperatureccuracies o~0.1% from measurements of the longitudi-
dependent material properties. Many of the early techniqueB2l; torsional, and flexural vibrations of solid barSThe
employed free torsional oscillations of thin wire specin'}ens difficulties with this method arise mainly from the need for
or vibrating reeds® as a means to measure the temperatur@ccurate placement of supports and the need to alter the sup-
dependence of damping, elastic moduli, and dispersion. Rd0rt positions for each resonant mode of study.

sults of such experiments have been instrumental in provid- In a recent variation of the multimode method, Migliori
et al>1% have studied small parallelepiped crystals of milli-

. . ._meter dimensions. Their method, termed rectangular paral-
d“Selected research articles” are ones chosen occasionally by the Editor- 9 P

in-Chief, that are judgeda) to have a subject of wide acoustical interest, |€/€Piped re_sonan(_i@r RPR, plz_aces two piezoelectric trans-
and (b) to be written for understanding by broad acoustical readership. ducers on diametrically opposite corners of the sample, such
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that one of the transducers drives the sample with a swept __‘ i._W

excitation frequency while the other measures the sample 21 [z

response. The resulting resonance spectrum is compared ﬂ ﬂ H 3-

with theoretical predictions, and iterations are performed to .

give estimates for the elastic moduli. In the RPR technique, lines —

care must be taken to limit the piezotransducer contact forces

to <10* dyn (equivalent to the load of a 10-g mas® that L

unpredictable strains are not induced in the small sanifles.

Moreover, precise measurements of resonator dimensions

and independent knowledge of thermal expansivity are re- g

quired if accurate absolute values for elastic moduli are to be

obtained. base —

At high temperatures the problems with the above meth-

ods are more severe, due to the added difficulties of oxida-

tion, enhanced differential thermal expansion, creep of reso- stem —

nators, and the coupling of contacting transducers to heated

samples. Furthermore, piezoelectric and magnetic-based

transducers must remain below their Curie temperatures. For

these reasons, the above-mentioned techniques are usually (a) (b)

used at or below room temperature, although some high-

temperature work has been reportéd.’ The most success- o » ,

ful high-temperature method has perhaps been the RPR tec I% 1. _Schematlc diagrams des_crlbl(ag the components of a tuning fork N
(b) its fundamental symmetric mode shape for three phases of the vi

nigue, whereby elastic constants of single crystals have be@afation.

determined at temperatures up to 15504C/ often through

the use of piezotransducers mounted upon alumina

temperature-isolation rod$. Unfortunately, these high-

temperature RPR results have not yet been independent

verified by a complementary technique of high accuracy, no

has the system employed a high-purity standardized samp

for absolute calibration to datéas far as the authors are

aware.

The superior properties of a tuning fork have in fact
een long appreciated. After all, the tuning fork played a
gnificant role in the historical development of scientific
easurements, where it found extensive use as a standard
tch for experiments in acoustié$?* allowed precision
standards of frequency and time to be develofeahd pro-

L - vided accurate control over important scientific instruments
As a result of the many complications, it is necessary to[hrough the development of the phonic ma®he tuning

further develop independent high-temperature resonangg . has also proven useful in a wide variety of contempo-
technigues and to establish standard samples that can be usel applications, such as watcH&gaging system& ther-

to directly compare and calibrate the various methods. Th ometers for nuclear reactdangular rate sensofd.and

need for calibration is supported by the fact that discrepant-he modulation of optical and molecular beams in ultrahigh
cies are commonly observed in the literature in Situation?/acuum system®

where the data of different methods are compared. Such de- A tuning fork can be made in a variety of forrfis26:3L:32

glthough the design of present interest is shown in Hig. 1

thrgrrllsducnon Tethoqtsh ehr;wga;e I((j)adlggl prqbtlems_, .W.h'leA U-shaped bar is manufactured from a continuous block of
igh-Q resonators with well-defined nodal points minimize material, along with an integral support bar called the stem.

the effects of hysteresis, creep, and damping at supports. Each of the two parallel tines of the U has a lengtland a

width w, and each is connected to the stem at what is here
|. CHOICE OF RESONATOR r_ef_erreq to as the base. During use, the bottpm of the st_em is

rigidly fixed to a support by a suitable clamping mechanism.

A wide range of resonators were initially investigated The tuning fork is known to have a number of different

using capacitive and photoacoustic  transductiortypes of resonanc®;>*2where each type generally consists
schemes®-2! These included: vibrating reeds driven in flex- of a series of resonant normal modé®., a fundamental
ural modes; thin circular disks clamped at their peripheriesmode and its associated overtoneghere are two series of
axially supported solid spheres; and hemispherical skells cantilever-beamlike modes, for example, in which the whole
bells). In short, all were found to exhibit either lo®’s, or  structure bends back and forth, either in the plane of the
unrepeatable frequency responses with cyclic temperatungage, or perpendicular to the plane of the page. Another type
variations. Furthermore, some of the resonatetseh as the consists of a series of torsional-like modes in which one of
sphereshad the additional complication of being difficult to the tines moves out of the page as the other moves into the
model theoretically. Based on these considerations, it wapage. Such cantilever and torsional modes, however, are not
decided that the optimum resonator was a tuning fork, thef interest for the present purpose, for they generate acoustic
two-dimensional equivalent of a bell, for it combined all of waves in the clamp at the bottom of the stem, and hence
the advantages of the other resonators without the accompaselditional damping.
nying complicationg® The type of vibration that is of interest is a series of
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normal modes in which the tines vibrate in the plane of the(E/p)Y? and as the inverse square of the tine length. Equa-

page with mirror symmetry about the stem axis. In this casetion (2) shows that the overtones are not simple harmonics of

the symmetrical vibrations of the tines generate equal anthe fundamental.

opposite strain fields in the base, which tend to cancel each These equations apply specifically whean is small.

other. Such cancellation results in a form of “natural node” Corrections for a tine of finite widtkarising from effects of

at the base which isolates the vibrational energy of the tineshear deformation and rotary ineijtizan be estimated from a

from the stem, and provides a suitable clamping point withcorrection developed for vibrating reetfsThe approximate

minimal energy loss. result shows that for the tuning fork dimensions and materi-
The fundamental mode shape for the symmetric series ddls investigated below, and for the fundamental mosligh

a tuning fork resonatofwithout a stem attached shown in ~ which we will be primarily concerned this correction

Fig. 1(b). In this figure, the unstrained position of the tuning amounts to a<2% reduction in the absolute value of the

fork is indicated by the solid line and the extrema of thefundamental frequency as predicted by ED. Other minor

mode shape are given as the dotted lines 1 afth®te that  corrections would account for the curved portion of the tine

the amplitude of the central antinodee., between the nodes near the base, and the effective nodal positions for improved

n) is greatly exaggerated in the diagram, as is the separatiogstimates of tine length. Such corrections are usually evalu-

between the nodes. When the stem is added to the base, tated through the use of finite-element analy8isut are un-

nodes are brought even closer together, due to mass loadimgcessary in the present measurements as only the relative

and stiffening of the base, and the amplitude of the centrathanges in resonance frequency with temperature are of in-

antinode further diminishes. This effectively results in a nodderest.

at the base, although a small but finite vertical motion does The temperature dependence of the symmetric tuning

remain. This finite motion leaks a small amount of energyfork modes can be obtained by allowing the resonator dimen-

into the stem, although certain designs can eliminate the lossions and material properties to be explicit functions of tem-

entirely?® perature. To do this, the tuning fork’s dimensions and den-
There are two main advantages of the symmetric vibrasity can be written at any temperatureas

tions for the present purpose. First, since the tine vibrations

are isolated from the stem through the natural node at the \y(T)=w,

base, the resonances are of higland may be modeled by

the same relationships that govern independently vibrating

bars. Second, when the fork is operated in the fundamental | (T)=|,

symmetric mode, it acts as a quadrupole radiator of sound

waves in the surrounding gas. As a quadrupole radiator is an

inefficient source of sound, little power is radiated away p(T)=po

from the fork through the surrounding fluidnly ~3.5% of

the totaf®). Therefore apart from internal friction, all Sources | 1 ore Wy, Lo, and p, are the respective values at room

of energy loss for the symmetric modes are kept to a mm"temperaturé'o; o (T) is the linear(or one-dimensionaico-

;
1+L m(T)dT}, (3

.
1+L m(T)dT}, 4

-1

: ®)

T
1+ J a,(T)dT
TO

mum. efficient of thermal expansion; and,(T) is the volume co-
efficient of thermal expansion. If, in addition, Young’'s

II. THEORY OF TUNING FORKS AND THEIR mOdUIUSE(T) is represented by its room—temperature value

TEMPERATURE DEPENDENCE E, multiplied by a normalized temperature dependence

_ _ e(T), such thate(T)=E,-e(T), then the frequencies of the
The symmetric modes of the tuning fork may be mod-tuning fork can be written with the aid of Eq&l) and (3)—
eled by considering each tine as an independently vibratings) as

cantilever beam which is fixed at the base and free at the tine N "
tip.2>*2For a thin tine of rectangular cross section, the reso-  f,(T) [1+/7 a,(T)dT]

) A . = -\e(T). 6
ggrzlce frequencies of flexural vibratidp can then be written foo [1+f¥0a|(T)dT] (T) (6)
W E Equation(6) shows that the temperature variation of the
f“:ﬁﬁ \/> ky,, n=1,23,..., (1) symmetric mode frequencies, when normalized to their
p

room-temperature values, ,, do not depend upon the di-
where E is Young's modulus along the tine axig,is the  mensions of the tuning fork or the mode number. Instead, all
density,n is the mode number, arkd, is a mode-dependent of the frequencies vary with temperature in the same way:
multiplication factor given by the sequence according to the square root of the normalized Young's
modulus multiplied by a function involving thermal expan-
kn=1.194,2.988 57°,... (2n—1)% @) sion coefficients. The thermal expansion function, in fact,
Note thatk,, generalizes to (2—1)? for n=3, whereas the does not vary significantly from unity, such that the majority
fundamental 1=1) and first overtonen(=2) employ the of the temperature variation of the tuning fork arises from
respective values shown, namely 1.4%hd 2.988. Equa- the temperature dependence of Young’s modulus alone. This
tion (1) shows that the resonance frequencies of the tuningan be seen for the case of aluminum, which has a large
fork vary linearly with tine width and acoustic velocity coefficient of thermal expansion compared with many solid
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materials, a,(T)=23.6< 106 °C ;3 yet even for a tem-
perature change of 600 °C, the thermal expansion function of
Eq. (6) deviates from one by less than 0.7%. Consequently,
the normalized frequencies are relatively independent of the
thermal expansion function. This does not mean that therma
expansion corrections can be ignored; only that the effects
are small. Indeed, the experimental system to be describe:
has accuracy and repeatability better than 0.7%, and so ef
fects of thermal expansion must be carefully considered for
each material of interest.

A simple rearrangement of E@6) allows the normal-
ized temperature dependence of Young’'s mode(d§ to be
expressed in terms of tuning fork frequencies and thermal
expansion coefficients as

fF (T2 FIG. 2. A photograph of a single-crystal silicon tuning fork which was
n(T) 7) manufactured using a precision milling machine under computer control. A
foo postage stamp is included for scale.

[1+ [ a(T)dT]?

O T T amat]

This equation shows that, given the temperature dependence

of thermal expansion coefficients, the temperature variation ~Miniaturized silicon tuning forks were thus manufac-
of Young’s modulus can be obtained from measurements dtired from thin slices of high-purity float-zone silic¢h and
tuning fork resonant frequencies. Moreover, since all of the2 mm thick which were cut from an ingot dfL10] orienta-
symmetric mode frequencies vary with temperature in thdion. The ingot consisted of intrinsic silicon, havimgtype
same way, it is sufficient to monitor just one mode in order(phosphorous doping and a minimum resistivity of 1000
to determinee(T). This being the case, the fundamental 2 cm. The thin slices of silicon were rigidly secured between

symmetric mode is concentrated upon below. two pieces of glass using a temperature-sensitive bonding
wax. The glass/silicon/glass structure was then machined us-

ing a precision milling machine under computer contime-
IIl. TUNING FORK FABRICATION AND CHOICE OF ing careful to terminate the milling before cutting through
MATERIALS the deepest glass layerFollowing this, the temperature-
sensitive bonding wax was simply heated to release the sili-
Any further reduction of the above equations requires acon forks. The final step involved a chemical etch of the
specification of the dimensions and material properties of théorks in 10% HF; 90% HNQ@for 4 min in order to eliminate
resonator. In this paper two types of material are of interestthe 40um-thick surface damage layer that results from me-
single crystal silicon, which has applications to calibrationchanical machining. Note that this process of manufacture is
and thermometry; and a zirconium niobium alloy, which isno more involved than for other forms of resonator, although
of interest for studying material transformations. a computer controlled milling machine is a necessity.
Figure 2 is a photograph of one of the silicon tuning
forks. A total of four such silicon forks were manufactured,
A. Tuning forks of single-crystal silicon all with the same crystallographic orientation and the same
Single-crystal silicon is one of the best possible choicedine width (see Table | for actual dimensionsTheir com-
for the resonator material, particularly when thermometrymon crystallographic orientation was established using x-ray
and system calibration are of interest. As an elemental singldiffraction: tine axes wer¢110 directions; width directions
crystal, it eliminates unrepeatable frequency effects that caWere (111); and the plane containing both tine axes was
otherwise occur with cycling temperature due to grain{110. Thus the Young’s modulus of intere@te., along the
boundary processes, species migration, phase transformigngth of the tingwas in the(110 direction, here symbol-
tions, etc. As such processes are also responsible for interniged asEio.
friction in solids, the use of a single crystal reduces damping
and leads to a higlQ resonator with a more repeatable
frequency-temperature response curve. Furthermore, silicon _ . _
is available with unparalleled purity and crystalline perfec-2- OTunmg forks of hydrided and unhydrided Zr-2.5
tion, and its material properties are characterized to a higwt YoND
degree of precisioff!~3® This provides a readily available Zirconium alloys are technologically important materi-
standard material which can be used for the comparison arals, for they serve as pressure tubes in the CANDQdnada
calibration of measurement systems. Additional advantagedeuterium uraniumnnuclear reactot> Such alloys are used
of silicon include: high thermal diffusivitfwhich discour- as a result of their low capture cross sections for thermal
ages temperature gradients in the resonatord the lack of neutrons and their high strengths. Both Zr—2.5 wt %Nb and
any structural transformation@roviding a simple calibra-  Zircaloy-2 have been employed as pressure tdbbst both
tion for thermometry applications are susceptible to failure through delayed hydrogen cracking.
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TABLE I. Room-temperature tuning fork dimensions and fundamental symmetric mode frequencies.

Fundamental frequency; o(To)

Tine length Width Thickness
Material Lo (mm) Wq (mm) (mm) Theory(Hz) Experiment(Hz)
Silicon 15.0:0.2 0.85-0.05 2.0 5186440 5410
15.0+0.2 0.85-0.05 1.0 518a-440 5290
15.0=0.2 0.85-0.05 1.0 5186a:-440 5250
11.3+0.2 0.85-0.05 1.0 9136860 8570
Zr—2.5%Nb 11.60.2 1.00:0.05 1.0 4506380 4270
(unhydrided 11.6+0.2 1.00:0.05 1.0 4506380 4580
Zr—2.5%Nb 11.6:0.2 1.00-0.05 1.0 4506380 4200
(178 ppm 11.6+0.2 1.0G6:0.05 1.0 4506380 4470

Measurements df, include the distance along the curved portion of the tines.

As this susceptibility can compromise reactor safety, the rol®f the Zr—2.5%Nb tuning forks were all the saifsee Table
of hydrogen in zirconium alloys has been the subject of ind), and were similar to those made of silicon.
tense study®~*’ In order to model the temperature dependence of Zr—

Delayed hydrogen cracking occurs in the following way. 2.5%Nb tuning fork frequencieésee beloy, some back-
Zirconium alloys oxidize in the lithiated heavy water which ground information regarding the solubility of hydrogen in
is used as the coolant/moderator in the CANDU reactor. Thigirconium alloys will be needed. The required information
corrosion reaction also produces hydrogerb% of which  can be summarized in reference to Fig. 3, which plots typical
diffuses into the tube at the reactor’s operating temperatureurves for the terminal solid solubilifTSS of hydrogen in
of 300 °C. During 30 years of service the hydrogen concenzr—2.5%Nb3® These TSS curves allow the concentration of
tration in a typical Zr—2.5%Nb pressure tube rises fromdissolved hydrogen to be determined as a function of tem-
10-15 ppm(upon installation to 50 ppm?*° although much perature given the total concentration of hydrogen in the al-
higher concentrations may result in the presence of stress toy, C,,;. Two TSS curves are shown because different re-
temperature gradient€4%#?At low concentrations, the hy- sponses are known to exist, depending upon whether the
drogen remains in solid solution and is not a problem, butydrides are undergoing dissolution (T3®r precipitation
upon reaching a critical value the hydrogen begins to precipi(TSS,). In the region to the left of the TSS curves the hy-
tate as small solid platelets of zirconium hydridér—1.7  drogen exists in two phases: frear dissolved hydrogen in
wt %H). These small platelet®f ~10-um diamete}, being  solution, and solid hydrides. In the region to the right of the
brittle, reduce the ultimate tensile strength of the alloy. If theTSS curves all of the hydrogen exists in the single free-
operating temperature of the pressure tube decreases, orhjdrogen phasé.e., the free-hydrogen concentration equals
localized stress gradients exist, then an increase in hydrid€,).
density can result. With time, cracking can occur in regions  Note that when the material is in the two phase region of
of hydride formation and pressure tube failures canFig. 3, the concentration of free-hydrog€h is given by the
ensue’®*

Investigations of the effects of hydrogen on the material
properties of Zr—2.5%Nb are therefore of considerable inter-
est for reactor safety and reliability. In particular, it was
thought that the vibrations of Zr—2.5%Nb tuning forks might
provide a convenient means to study the effects of hydrogen
on Young’s modulus. To this end, four miniaturized tuning
forks were manufactured from a small sample of Zr-2.5
wt %Nb pressure tube-4-mm thick. This sample was pre-
pared by Ontario Hydr¢Canadain such a way as to contain
a gradient in hydride concentration along its length, from
<15ppm at one end (the unhydrided end to
178 ppmt5 ppm at the other. So as to provide a comparison
between hydrided and unhydrided material, two tuning forks
were machined from each end of the sample such that the
hydrogen concentration was spatially constant within any
one tuning fork. The machining was again accomplished us- 0 - , . .
ing the computer-controlled milling machine, but in this case 0 100 200 300 400 500
the supporting glass layers were not required. The tine axes Temperature (*C)
were coincident with the axial direction of the pressure tube,

Wh”e_the Width @V) directions of the tines lay in the rad'ial FIG. 3. Typical terminal solid solubility curves of hydrogen in Zr—2.5 wt %
(or thicknesg direction of the pressure tube. The dimensionsNb.
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C
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FIG. 4. Schematic diagram of the capacitive system used in experimental studies of continuously driven tuning forks.

explicit functional dependence of the TSS curves as IV. EXPERIMENTAL

Cllppml=Ae BT, i=p,d, (8) The noncontact system used to investigate the vibrations
of the miniaturized tuning forks is shown in the schematic

. . L . diagram of Fig. 4. A continuously driven, capacitive source
in Kelvin, andC'<C,. The subscript is employed to dis- g g y P

L . . . lectrode was used to excite vibrations at the left tine of the
tinguish between the different responses for dissolution anﬁuning fork, while detection was accomplished by a second
precipitation. The constants; and B; depend upon the par- '

ticular alloy and its microstructur®:*4with the curves of capacitive electr_ode at the_ other tine. The source and receive
Fig. 3 employing average valu,es for Zr—2.59%NB, electrodes consisted of thin metal_ plafces which were placed
:4'1 100 ppm, B,=3368K, Ay=60,500 ppr.n and less than 0.5 mm from the respective tines of thg tuning for_k.
B :;1005 K39 P ' d ’ ' These metal plates were connected to their electronics
d : through specially designed high-temperature coaxial cables.

As an example OT how F'g'. 3 is used to obtain the free'Each coaxial cable consisted of a stainless-steel ground
hydrogen concentration, consider the example of the hy-

: X .. 7shield surrounding an insulating alumina bar, through which
drided Zr—-2.5%Nb tuning fork @;;=178 ppm) which is .
cycled in temperature through 500 °C. At room temperatureran the central electrodeee photograph of Fig,)5The co-
the solubility of hydrogen is negligible and all of the hydro-
gen exists in the form of precipitated hydrides. As the tem-
perature rises, the solubility increases according to, T3
hydrides dissolve to form free hydrogen. When the concen-
tration of free-hydrogerC' reaches 178 ppm at 420 °C
(point a in the figuré no more hydrides remain ar@' re-
mains constant at 178 ppm for further increases in tempera-
ture (line ab). Upon cooling,C' similarly remains constant
until hydrides can begin to precipitate. Precipitation, how-
ever, is governed by the TgScurve, such thatC'
=178 ppm until~360 °C is reachedpoint c). Continued
cooling then take€' back towards zero along TesSand at
room temperature all of the hydrogen is again in the form of "
hydrides. This example shows how the free hydrogen con- jm T — - E o=
centration follows a hysteresis loop with cycling tempera- £ -
ture. Such hysteresis will also be observed in the tuning fork _ , ,
frequency responses below, since the material properties §fS: 5 A photograph of the specially designed high-temperature holder

) which was used for capacitive detection of tuning fork vibrations. The co-

Zr—2-5%Nb will be shown to depend upon free-hydrogen,yial cable is the top horizontal tube extending away to the left, and the
concentration. thermocouple is directly below.

whereA; andB; are constantsT is the absolute temperature
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FIG. 6. (a) Typical transient response of a miniaturized tuning fork émdypical frequency response. These results were obtained with a Zr—2.5%Nb tuning
fork.

axial cable of the source also contained a second, electricallyertical hole that was drilled into the stainless-steel base near
isolated central conductor; this served as a floating ground tthe tuning fork (<5 mm away, and carbon filings were
reduce ground loops that otherwise occurred when the drivpacked into the intervening space to provide improved ther-
and receive grounds were bolted together. mal contact. The output voltage from the thermocouple was
The drive voltage applied to the source consisted of aecorded by a digital voltmeter and converted to temperature
sinusoidal voltage from a variable-frequency function gen-using the standard 8th-order, power-series polynomial for a
erator(Wavetek 191, 30V p-pin conjunction with a super- K-type thermocouple. An Omega electronic ice-point refer-
imposed 350-V bias. This arrangement applied an electroence provided the 0 °C reference temperature, and tempera-
static force to the tuning fork at the same frequency as théure measurements were considered to be accurate to
function generator. Altering the frequency of the function+1 °C.
generator then allowed the resonant frequencies of the tuning All data acquisition in the system was automated using a
forks to be excited(For background on electrostatic trans- PC computer and an IEEE interface. In particular, three
duction see Refs. 18 and 19. Keithley-175 digital voltmeters, a frequency metéhilips
The detection electrode was electrically connected to #M6671), and a digital oscilloscop&Tektronix 2430 A
charge sensitive amplifiéCooknell CA6/C/SU2which also  were interfaced to the computer. These instruments allowed
applied a well-regulated 100-V bias voltage to the detectorautomated measurements of the tuning fork’s amplitude and
Vibration of the grounded tuning fork caused the capacitancphase response, as well as its frequency and temperature.
of the detector to vary, which, in the presence of the 100-Wote that the high-temperature components of the system
bias, generated a varying charge. This varying charge wasere positioned at the midpoint of a Wild—Barfield cylindri-
then amplified by the charge-sensitive amplifier and outputal furnace, the temperature of which was well-regulated by
as a voltage signal. The output voltage from the charge ama programmable temperature control{@mega CN-20100
plifier was sent to channel-A of a phase-sensitive Ithaco 358or provision of predetermined temperature-time profiles.
lock-in amplifier, whose output in turn was used to form a
phase locked loop with the voltage-controlled-géifCG)  v. RESULTS
input of the source’s function generator. By this method, the
steady-state response of the tuning fork could be stabilizeé'
under conditions of continuous excitation. In particular, An initial experiment investigated the transient re-
when the phase control of the lock-in amplifier was set tasponses of the miniaturized tuning forks, using a pulsed laser
90°, a resonance frequency of the tuning fork could beor excitation and the capacitance detector. The radiation
tracked as a function of temperature. from a Q-switched ruby lasef30-ns pulsewidth was di-
One difficulty with a fully capacitive system is electro- rected at one of the tines of a tuning fork so as to create a
magnetic coupling between the source and receive electrodesideband thermoelastic sourfeThe transient source ex-
which, in this case, resulted in an output voltage from thecited the tuning fork into a superposition of its normal modes
charge amplifier at the same phase as the drive voltage. Thif vibration, which decayed in a damped-free manner. A
unwanted signal was removed by using a specially designetypical transient response of a Zr—2.5%Nb tuning fork is
buffer amplifier and nulling circuit, in conjunction with dif- shown in Fig. 6a). The radiation from the pulsed laser ar-
ferential amplification at the phase-sensitive deted¢sme rives att=0 and excites the tuning fork into vibration. Ini-
Fig. 4). tially, the vibrations produce a complex temporal response in
The temperature of the tuning fork was measured by dhe detector but, with time, the complexity dies away and the
Chromel-Alumel(type K) thermocouple, which was placed response approaches a highsinusoidal vibration.
below and parallel to the detector’s high-temperature coaxial ~ The initial vibrations consist of a superposition of three
cable. The end of the thermocouple was inserted into a smallibrational modes, as shown in the frequency response of

Initial measurements at room temperature
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FIG. 7. Typical amplitude and phase responses at room temperature for continuously driven tuning forks near their fundamental symmetric mode frequencies.
In (a) the amplitude response of a Zr—2.5%Nb fork is given, whilé¢binthe phase response of a silicon tuning fork is shown.

Fig. 6(b). This spectrum was obtained by a fast Fourier trans¥ig. 7(a) and(b) for the fundamental symmetric modes. Fig-
form of the transient temporal response using a time windowre 7a) plots raw data for the amplitude response of a Zr—
that included the initial, more complex temporal region. The2.5%Nb tuning fork, along with a best-fit line for the classic
lowest frequency peak is the fundamental cantileveramplitude response of a resistively damped resonance,
beamlike mode, in which the whole tuning fork sways backA(f)=Aqfo/f[(fo/f—f/fo)?+1/Q%] Y2, where the free
and forth within the plane of the tines. The secofd parameters-of-fit are amplitud&,, quality factorQ, and
middle) peak is the fundamental symmetric mode of vibra-resonance frequendy,. As the best-fit line cannot be visu-
tion f, 9. The upper mode is probably either the fundamentahlly discerned from the data, it is concluded that the tuning
out-of-plane cantilever-beamlike mode, or the fundamentafork is well-approximated by a linear, damped harmonic os-
torsional-like mode(depending upon the particular tuning cillator with damping proportional to velocity. The best-fit
fork employed. Both the upper and lower frequency modesparameters of interest weffg ( To) =4267.963-0.001 and
decay rapidly with time, and contribute only to the initial Q(T,)=2805.9t1.5, with a full width at half maximum of
more complex portion of the temporal response. The funda=-1.5 Hz. These results demonstrate the Hgjk of the tun-
mental symmetric mode, on the other hand, remains to creatag forks, and the high accuracy that is available with the
the highQ sinusoidal vibration. This symmetric mode was phase-sensitive systefne., less than 1 part in £dor mea-
selected for use in the continuous excitation system to studgurements of resonance frequency
tuning fork vibrations as a function of temperature. Similar results were obtained from an analysis of the
The spectra that resulted from laser-excited transienphase response of Fig(bj, which plots the raw data for a
waveforms, for all of the tuning forks studied, were used tosilicon tuning fork (O), along with a best-fit line for the
obtain room-temperature values of fundamental symmetriclassic phase response through resonancg(f )
mode frequencies for comparison with theoretical expecta= arctafiQ(fo/f—f/f;)] 1. Again, good agreement is ob-
tions. The results are summarized in Table I. The theoreticaerved, with the fit-parameters given ds,=5408.882
values were calculated using EfL), given the measured =0.003 Hz andQ=6195+111. Note that for both silicon
dimensions of the tuning forks and known data for the ma-and Zr—2.5%Nb tuning forks, th@’s of the resonances were
terial propertiesE o To)=1.6776< 10" Pa (Ref. 12 and  so high that a phase-locked loop was an absolute necessity in
po=2.33 g/cni (Ref. 34 for silicon andE(T,)=91 GPaand order to observe the resonances under continuous excitation.
po=6.48 g/cni (Ref. 44 for Zr—2.5%Nb. Both sets of mea-
sured results can be seen to agree with thdwanyhin the
error limits on the theoretical valupsNote that the frequen- N ) )
cies are much greater than the calculated thermal-wave fr&: Responses of silicon tuning forks at high
quency within the tine widtR.This means that estimates of temperatures
elastic moduli from measurements of symmetric mode fre-  In order to study the fundamental symmetric mode fre-
guencies will yield the adiabatic values. qguencies as a function of temperature, the tuning forks were
The fundamental symmetric mode vibrations were alsghase locked at 90° relative to the phase of the driving volt-
investigated at room temperature using the fully capacitiveage(i.e., at the point of maximum vibration amplitudén
phase-sensitive detection scheme of Fig. 4. Typical amplithis way the resonance frequency was simply tracked by the
tude and phase responses at room temperature are showncpacitance system as a function of temperature. The nor-
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FIG. 8. Typical temperature dependence of the fundamental symmetrig:G_ 9. Temperature dependence of Young's modudysg for silicon, as
mode frequency for a silicon tuning fork, as measured by the phase-sensitivgptained from the tuning fork data of Fig. 8 and from the converted data of
system. Burenkov and Nikanoro¥?

malized results for silicon, for a single temperature cycle 2
(20°—700°—20 °C), are shown in Fig. 8. This data, which ~ E110=
is typical of all the silicon forks studied, was acquired at
0.5 °C intervals in order to produce the continuous curveThis equation allowed,oto be determined at any tempera-
shown. The frequency of the fundamental is seen to fall byture using the data of Burenkov and Nikanorovor the
~2.5% over 700 °C, where the smooth nature of the curve isemperature variation of elastic compliancgg(T). With
readily apparent. Such smooth and repeatable results suggést; T) determined in this waye;,o(T) was simply obtained
that the silicon tuning fork could serve as a secondary therthrough division by the room-temperature Young's modulus,
mometer by calibrating its frequency response against a prie;; To) = 1.6776x 10* N/m?. Note that the comparison re-
mary standard. The slight separation of the increasing andults have a quoted accuracy of 04%i.e., an order of
decreasing temperature data at the curve midpoints is a resultagnitude less accurate than the tuning fork daidhe
of the tuning fork temperature lagging behind the thermo-agreement between the measured and expected results is ex-
couple response by fractions of a degree. This differenceellent, with the data of this study following closely the best-
does not appear at the end points of the curves because tfiecurve for the data of Burenkov and Nikanordgashed
rate of temperature change was reduced in these regions. Thee).
fact that the system has detected this difference at all dem- Three important conclusions can be drawn from the
onstrates its ability to resolve fine structures in temperaturagreement in Fig. 9. First, the agreement provides indepen-
responses. In fact, such resolution would appear to be limitedent verification of the results of Burenkov and Nikanorov.
by the accuracy of the frequency measurements, which is ddecond, the agreement confirms the temperature calibration
the order of the line thickness in the figure. of the tuning fork system and the thin-tine approximation
The frequency data of Fig. 8 was used to determine th@assumed in the theory; this allows accurate studies of other
normalized temperature dependence of Young’s modulus famaterials to proceed with confidence. Finally, as the scatter
silicon, e1(T), using Eq.(7). This conversion was possible in the comparison data is greater than the tuning fork results,
given «,(T)=3¢(T) for single crystals with cubic it can be concluded that the noncontact tuning fork system
symmetry®>32>-37and given known data fow,(T).>>* The  has performed more accurately than that employed by Bu-
results are included in Fig. 0®) where the accuracy was renkov and Nikanorov. This is not surprising given the very
limited not by the thermal expansion data, but by the use ohigh Q’s of tuning fork resonators and their inherent isola-
the thin-tine approximation<0.05%). tion from supporting clamp§.e., as compared with the lon-
Also included in Fig. 9, for comparison, is the expectedgitudinal bulk-wave resonances of cylindrical bars used by
temperature dependence of Young's modulus of siliconBurenkov and Nikanorgv
which was calculated in the following way. As silicon is a Note that these three conclusions would have been dif-
cubic crystal with a diamond structure, its elasticity tensor isficult to support if not for the unparalleled purity and crys-
defined by three independent elastic complianggs Si», talline perfection with which silicon is produced. After all,
ands,,. Using a prescription for evaluating Young's modu- differences in material properties did not have to be consid-
lus along any direction of a cubic crystal in terms of theered, and results from the literature could be accurately em-
compliance matriXRef. 34, pp. 213—-221Young’s modulus  ployed for the calibration and comparison of the two sys-
along the tine length can be expressed as, tems. This strongly suggests that single crystal silicon should

9
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FIG. 10. Temperature dependencies of fundamental symmetric mode fr(EG' 11. Temperature dependencies of normalized Young's moduli for hy-

quencies for Zr—-2.5%Nb tuning forks, as measured by the phase-sensiti\%id?d and unhydrided Zr—2.5%Nb tuning forks, as obtained from the data
system. of Fig. 10.

be employed as a standard material for the calibration ofor a single temperature cycle while comparing the predic-
high-temperature acoustical measurement systems. tions to Fig. 11. When the temperature is low and rising, the
hydrided modulue™(T) decreases with temperature in the
same manner as the unhydrided modwti¥T). This oc-
curs because the solubility of hydrogen is I¢see Fig. 3
and the free-hydrogen concentrati@ is not sufficient to
Measurements of fundamental symmetric mode frequenalter Young’s modulus. As the temperature continues to rise,
cies for hydrided and unhydrided Zr—2.5%Nb tuning forksthe free-hydrogen concentration of the hydrided fork in-
are shown in Fig. 10 for a single-temperature cyclecreases exponentially according to the terminal solid-
(20°—470°—20 C over a period of 8)h These normalized  solubility curve for dissociation (TS$, and this decreases
results were reproducible with both sets of tuning forks. Thee"(T) accordingly (see \, in Fig. 11). When the free-
unhydrided tuning fork frequencies are seen to exhibit arhydrogen concentration reaches a maximum @f; at
approximately linear single-valued response, regardless of 420 °C, all of the hydrides are dissolved and the source for
heating or cooling, whereas the hydrided tuning forks tracdree hydrogen is exhausted; this results in the abrupt change
out a hysteresis loop indicated by the arrofiep curve for  of slope in the hydrided curve. At temperatures beyond the
heating, bottom curve for coolingThe hysteresis loop of the abrupt transition, the free-hydrogen concentration remains
hydrided data was expectgds mentioned earligrdue to  constant and the hydrided modulus decreases along a line
effects of dissolved hydrogen on the material properties ofhat is approximately parallel to the unhydrided modulus.
Zr—2.5%Nb. Upon cooling, the process simply reverses, except now the
The frequency data of Fig. 10 was converted to normalabrupt change in slope occurs at a lower temperature of
ized Young's moduli using Eq(7), and the results are pre- ~360 °C which is consistent with hydride precipitatiore.,
sented in Fig. 11. The conversion assumed thg(T)  determined from the TSScurve with Cj=C,,). Continued
=3 (T), and that the thermal expansion coefficients werecooling then bring<C" back toward zero according to T$S
isotropic  and  temperature  independenfa|"=6.6 (), and the hydrided modulus returns to its original value.
X108 °C™! (Ref. 44 for unhydrided material ancx!  (Note that the unhydrided fork experiences a simple linear
=6.1x10 % °C! for hydrided materialRef. 47, Fig. 3.  softening with temperature since it does not contain appre-
Note that the assumption of isotropic, temperatureciable hydrogen.
independent, thermal-expansion coefficients is not strictly
valid, since the coefficients are known to exhibit a mild an-
isotropy of ~5% and a small temperature dependence o ) )
whereas hydrided Zr—2.5%Nb also exhibits an additional mi.D- Quantitative analysis of Zr—2.5%Nb tuning fork
nor hysteresis loof*547 These small nonlinearities, how- 'CoPONSes
ever, can be ignored for the present purpose without signifi- The above interpretation of Fig. 11 can be made quan-
cant penalty(<0.2% error in Fig. 11 titative by assuming that Young’s modulus of Zr—2.5%Nb
The curves of Fig. 11 can be properly interpreted bydecreases in proportion to both free hydrogen concentration
assuming that Young’s modulus of Zr—2.5%Nb decreases aand temperatur& Thus with Young’s modulus of hydrided
the free hydrogen concentration in the alloy increases. To se&r—2.5%Nb symbolized a"(T), the normalized tempera-
this, it is useful to follow the predictions of this assumption ture dependence(T) can be expressed as

C. Responses of Zr—-2.5%Nb tuning forks at high
temperatures
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FIG. 12. The difference between normalized Young’s moduli for hydrided and unhydrided Zr—2.5%Nb tuning forks. The converted data is(ahanah in
is fit to the equation for free-hydrogen concentratior(bh

h ENT) . using Eq. (8) and the following best-fit parameter®
(M) =g =[1- AT~ To) —7Ci], (10 —5323-53K, B,=5115+51 K, yA.=58.2£0.6 andyA,

. ) ) =77.6:0.8. The results are plotted in Fig. (b2, where the
where is the proportionality constant that accounts for the agreement is obviously excellent. Recall that the right curve

normal linear temperature variati¢im the absence of hydro- ;- jicates the increase in free-hydrogen concentrafidras
gen, and v is the proportionality constant that accounts for,[he tuning fork's temperature risée., TSS) whereas the
the effects of hydrogen. This equation shows that for hy1eft curve indicates the decrease @ that results as the
drided material under conditions of cycling temperature,hydrides reprecipitate upon coolifige., TSS). The plateau
Young’'s modulus(and thus resonance tuning fork frequen- that occurs above-420 °C for TSS énd above—360 °C
cies} follow hyst?resis loops along Witﬁf'. As for the nor- for TSS,, is the region in which ’aII of the hydrides are
gﬁy_zrt)ad itt:(;l:]n%: og]t(;(ijnu;l:jsfrgr; E&gy(grlgfignirﬁfﬁ@b' dissolved, and the height of this plateau is related to the total
third {erm in the brackets, such thath(T)=1—- g(T hydrogen concentration in the material. When the height of
o). ' the plateau region in Fi.g. _1@) is multiplied byEg, a value
The proportionality constant of the temperature tg8m Ofaf.(l)cflfri riflstjr:t;'h-rgﬁ d': dth\?o\l:ilu’z cr)r:otgsl:sonbsgagagﬁtizt
was easily obtained by a linear regression of the unhydride?:ansition region of F?/g 11as measgured rolative toythe un-

data of Fig. 11:8=(4.410+0.009)x 10~ * °C~%. Multiply- _
ing this value ofg by the room-temperature Young's modu- hyrided modulus Such excellent agreement between theory

lus (Ey=91 GPa) shows that the absolute value of Young’sanhd expet:imen_t c_onfirms that the difference of the moduli

modulus for unhydrided Zr—2.5%NE""(T), softened with € (1) —€'(T) is indeed a measure of free-hydrogen con-

temperature during experiment at a rate of 40.13 MPa/°C. céntration, and lends strong support to the model that was
As for the other proportionality constant in E40), y,it ~ Used to predict Young's modulus of Zr—2.5%Nb in the pres-

is somewhat more difficult to obtain and requires the follow-&nce of hydrides.

ing circuitous analysis. First, note that the difference be- ~ With the curves of Fig. 12 now proven to be propor-

tween the normalized Young’s moduli for hydrided and un-tional to TS$ curves, the final step can be taken toward
hydrided tuning forks is obtaining the coefficieny. As the total hydrogen concentra-

uh hon A tion of the hydrided tuning fork is known Qi
e"(T) —eX(T)=1Cj, (11 =178 ppmt5 ppm) and as the plateau region of Fig(a2
which shows the difference to be proportional to free hydro-occurred atyC.,=0.0239=0.0003, the value of is simply
gen concentration. This difference was obtained from theéletermined by division to bey=(1.34+0.05)x10"*
experimental data of Fig. 11 and is plotted in Fig.(a? ppm L. Given this value, theé\; coefficients of Eq(8) can
where the result is reminiscent of the free-hydrogen hysternow be evaluated using the above results 84 [ Ay= (4.3
esis loop, as described earlier in reference to Fig. 3. +£0.2)xX 10° ppm andA,=(5.8+0.3)x 10° ppm], such that

Figure 12a) can indeed be accurately interpreted as theunscaled TSScurves for hydrided Zr—2.5%Nb can be pre-

free-hydrogen concentration in the hydrided tuning fork dur-dicted from the experimental data. These curves are plotted
ing the course of the temperature cytpart from a scaling in Fig. 13 (solid lineg, along with a second set of typical
by the coefficienty). To prove this, the data of Fig. @  TSS curves for Zr-2.5%Nb as obtained by Byrne and
was fit to the expected exponential form of TS®irves, Leger® (dotted lines. The obvious differences between the
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samples that cover a wide range of hydrogen concentrations
(see, for example, Ref. 45

The quantitative analysis of Zr—2.5%Nb tuning fork re-
sponses was taken one final step in order to generate the
theoretical frequencies of the tuning forks, so as to compare
with the initial raw data. This was possible since all of the
parameters in Eq.10) have been accurately specified
through the above analysis of experimental data. The result
is shown in Fig. 14a), where the agreement, once again, is
excellent. As the experimental and theoretical curves cannot
be visually distinguished in this figure, the relative percent-
age error has been included in Fig.(l4 where the results
are separated into heating and cooling curves. Apart from a
0.1% difference upon start-up of the system Tat20°
(which was due to a brief heating rate that was too rapid for
the temperatures of the thermocouple and tuning fork to be
in-sync), and apart from a number of observed high-
frequency transient spikédue to the lock-in amplifier expe-
FIG. 13. TS$curves as obtained from a numerical analysis of the Zr-2.5%riencing brief destabilizations of its phase-locked [pape
Nb tuning fork measurements. The curves of Byme and L¥gee also  parcentage difference remains below 0.05%. This indicates
shown for comparison. . .

the well-characterized response of the experimental system

and the high accuracy with which Zr—-2.5%Nb Young's
moduli have been modeled by a simple theory.

...... Byrne and Leger [54]
250 -

—— Tuning fork results

200
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100
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two sets of TSScurves are attributed to differences in
samples, which is justified since TS&irves are well-known
to be s_e_n3|t|ve to the partlcula_r m|cro_structure and aIonVl_ CONCLUSION

compositiot*>46and to the heating/cooling rates employed

during investigationd’ As effects upon microstructure may The use of noncontact capacitive transducers has al-
have resulted when the small tuning forks were milled, andowed resonant vibrations to be investigated, without the
as heating and cooling rates have not been variables of studlamping or stresses that would be introduced by contacting
to date, further work is necessary to quantify the observedransducers. The use of miniaturized tuning forks in their
differences in TSScurves. Completing such work would no fundamental symmetric modes of vibration provided resona-
doubt be useful, for it may be that it is the past methods otors with natural nodes that were isolated from their support-
measuring TSScurves that are in error. In any case, the facting clamps. This eliminated irreversible frequency and drift
that the capacitive tuning fork system was able to determineffects that often occur with other forms of resonator. The
the entire temperature dependence of T&8ves from the fact that the tuning forks had such hi@¥s resulted in mea-
frequency responses of two tuning forks is of considerablesurements that were highly sensitive to changes in material
interest. After all, other methods that seek to measure thproperties and temperature, and allowed accurate quantita-
same(such as dilatometry methodmust employ a host of tive analysis of the effects of hydrogen on Young's modulus
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difference between the theoretical and experimental hydrided da&g. in
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An integral equation formulation for boundary element analysis
of propagation in viscothermal fluids
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A new variational formulation using integral equations for the resolution of a propagation problem
in a viscous and thermally conducting fluid is investigated. Numerical techniques are applied to a
geometry of revolution. Results are compared to an analytic solution for a cylindrical cavity filled
with air. These results illustrate the effects of viscosity and thermal conductivity of air in the case
of micro cavities. ©1997 Acoustical Society of Amerid&0001-496607)03908-9

PACS numbers: 43.20.Bi, 43.35.JdEG

LIST OF SYMBOLS B the increase in pressure per unit increase in tem-
p pressure variation perature at constant density

Pa acoustic pressure M dynamic viscosity

Ph entropic pressure 7 bulk viscosity

T temperature variation Po the density

Ta acoustic temperature K thermal conductivity

Th entropic temperature Cp the heat capacity per unit mass at constant pres-
v particle velocity sure

Ve irrotational velocity (cun,=0) C, the heat capacity per unit mass at constant vol-
VE acoustic irrotational velocity ume

Vo entropic irrotational velocity Y specific heat ratio¢=C,/C,)

Vi rotational velocity (diw;=0) G(X,Y) free space Green’s function of Helmholtz’s equa-

c the adiabatic speed of sound tion

o) the angular frequency So surface where the pressure is known

k the wave numberk= w/c) S, surface where the velocity is known

K, the acoustic wave number m azimuthal rank

ky, the entropic wave number i complex numberif=—1)

k, the viscous wave number

INTRODUCTION gebraic system of relatively small size. Numerical results

predicted by this formulation have been compared to analyti-
The study of acoustic propagation when taking into ac-cal results that are developed for a simple céasdindrical
count the viscosity and thermal conductivity of a fluid hascavity subjected to the mixed limit conditions
received a lot of interest during the last 20 years with the
development of miniaturized transducers. When the size of EQUATIONS AND BOUNDARY CONDITIONS
the cavity is in the order of the thickness of the acoustic or . . . . .
thermal boundary layer, the inclusion of these effects be- The ba5|p relations Wh'C_h govern the charactenstl(_: vark-
comes necessai‘y? ables_ of a wscothe_rmal quuﬂF_lg. 1) such as the pa_rtlple
For simple geometry, an analytic solution can bevelocny v, the density fluctuatiomp, the pressure variation

established~1° However, for complex geometries, the re- p, and the temperature fluctuatidn are obtained by a suit-

course to numerical solutions proves necessary. We ca%ble decomposition of the Navier—Stokes equations, the con-

quote especially the work of Dokumatiwho investigates, tinuity equation, the energy equation, and the thermody-

using an integral equation formulation, the acoustic radiati0ﬁr]atm'Cfsr:atet e(rqua;tilo:s.nlg \t/cﬁ ibste |nn(|;t(|a ?f f)(ttertr;‘al ;‘lorigeis art1d
problem in a viscous fluid without thermal conductivity. ate of heat creation a en a al state the fiuld 1s a

This paper presents a variational formulation using inte{ier:te)(l.?r.\,edseerlsg)f/,Iiﬁ;e;rsﬁi)erh:tgnzgisuZlf%;n;olgsspg\fgrna}gd
gral equations for the resolution of the problem of propaga- ' . ) 9 d 59 ning
S ) ) . . small amplitude disturbances for harmonic motion
tion in a viscothermal fluid. This approach avoids, on one . ) _

9,=—iw), can be easily demonstratétd.

hand, the meshing of the acoustic medium and on the other A .

- . e The pressure variatiop is the sum of an acoustic pres-
hand, eliminates the problems of singularities linked to theSure and entropic pressur. -
representation by integral equations. After discretization by Pa pic p "B

finite boundary elements, we obtain a linear symmetrical al- p=p,+pn, 1)
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SV

FIG. 1. Viscothermal fluid occupant the domdn

(A+K3)pa=0, (2)

(A+kZ)pr=0, )

where the two kinds of waveg€gs. (2) and(3)] are known
as propagationalor acousti¢ and thermal(or entropy
mode.

The temperature fluctuatioh is the sum of an acoustic
temperatureT, and entropic temperaturg, related to the
acoustic and entropic pressures by

T=Ta+Th=TaPat ThPn- (4)

The velocity is the sum of a rotational velocityand an
irrotational velocityv,:

V=Vt V;, (5)
(A+k*v=0, divv=0, (6)
Ve=V3+Vi= ¢, gradp,+ ¢y, gradpy, (7)

where the kind of wavéEq. (6)] is known as vorticity(or
sheay mode.
In these equations we have

ik
2=k2(1—ikl,n— K3l )7L, k2_I (1+ikl! )74,
ik vy—1 c -1
kK2=—, 7p=——|1+i—1I kz) ,
v By w "2
-1
y—1 . C
Th= B’y 1+i ; Ihkﬁ) ,
_ -1 _ —-1
ha=— | 1+|—Ik2 dp= I(l+|—|k2)

% pow ' " Pow 7
wherely, I, ], 1,4, andl), are the characteristic lengths
related to viscosity coefficients and thermal diffusivity as
follows:

K | o’ I,_n+4/3,u
poCpC’ poC’ " poC

=1, +(y=Dlh,  Ipp=(y=1)(Ip—1}).
To extend this formalism to the edge of domdn we

of the thermal conductivity and specific heat of walls enclos-
ing the frontiers of domain() greatly exceeds the corre-
sponding quantity of the fluid itself; so, the temperature fluc-
tuation is null on the boundari¢$:'* We consider that the
edge of domair{) is composed of two surfaceS, when a
pressure is imposed and, when a velocityV is imposed,

so that we have

overS;:
—ThP
pa:?rh’ (8)
a
TP
Ph=— ©
a
overS,:
ba ;:1 + én ﬂ +v'=V, (normal component
(10
é’pa é’ph N, .
ba o7 ®n Al =V, (tangential component
(11)
T=7aPat mpp=0. (12)

Also, it is assumed that the normal component of rota-
tional velocityv, is negligible as compared to the irrotational
velocity v, , ! therefore, Eq(10) is simplified as

JPh

9Pa
d’h an Vn-

ba g (13

Thus we decoupled the problem of pressure calculation
as well as that of rotational velocity. Note that we are going
to solve only the former.

II. INTEGRAL REPRESENTATION OF ACOUSTIC AND
ENTROPIC PRESSURES

An integral representation of acoustic and entropic pres-
sures is used for solving the pressure calculation problem. It
is based on determining the two potentiflgine of simple
layer and the other of double layer:

4G,
pa(x):f< Pay - — any Ga(X,Y) _Y) das,,

XeQlS (14
X) = G goxy) Py
Ph( )—L _p“Ya_nY+ h(X, )WY Sy,
Xe /S, (15)

wherep,y is the acoustic pressure at pomtwhich belongs

must add the boundary conditions which are of two kinds:ito the surfaceS, n is the external normal vector of regions
thermal boundary conditions and acoustic boundary condieontaining fluid;G, andG,, are the elementary solutions of
tions. In most applications, it is well known that the productEgs.(2) and(3) in the free space.

1312
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Considering the boundary conditions in the above equa- f (,9(; apa) Gy, dpy
dSy+ ¢ f ( )

tions gives Ny N s, Ny dny
Fle p) +é FPI Ta s ds,
Th — a Pa ht-F. — Pay 57—
= _—° T dny dn
pa(X) JSp(Ta_ . Py an, +G, anY)dSY S, Th x dNy
P 0G ¢ FPJ G ds,+ ¢
— b.EP. V.
+ | |60 pa —a)dS«, (16 P anycan, ST P P
s, any ﬂny
xf 7Ga_ 7Gn| Ma 4 F(x 20
svanxanxﬁs*3() 20
X_f _Ta—aGh+G 3phd
Ph(X) = i P Pv Zny TG an, Sy where B
4G Fa(X) = o0 f ( ™o _7Ca )d
, _ _ Ynx_
+f = pav—h+¢hlGh(VnY 3 2 % Sp\ Ta™ Th PY any any >
S,L Th Ny
B
~%a o ) sy, XeQ/s. 17 o Spl Ta™ Th P any any >

_p-V-JS <_nY on )dsv

The application of boundary conditiot8) and(9) over o
Sy, (12) and(13) overS,, at integral representations pf
and py, and their normal derivatives, gives the system of Taf a <9n dSY+ Thf Gh (?n dSY

equations which enables us to determine the unknowns of the Sp
problem: G, 9G,
dpa/dn anddpy/dn overS,, p, anddp,/dn overs, . + 75 P.V. f (W )paY dsy
ForXeS;: S v
# | (G i G ot dSe=FuX),
f G %d&—f dSﬁf G, P ys, *
s, Iy s, Pav n, 2 ony (22)
where
_ 3G, ThTqa — 0G
=Fy(X), (18) :f TaTh - f hTa —= 7Sh
Fa(X) Sp\ Ta™ Py any dS,+ Ta— Th Py any
where PP
Xd&—rhfs CRVARILY
™ — dG, ™ Px and where p.v. is the principal value of Cauchy and F.P. is
1(X)=—p.v L (T — Py, )ds,— o the finite part of Hadamard.
pliah v h Therefore a system of four equatiopd8), (19), (20),
and (21)] with four unknowns:dp,/dn, dpn/dn over Sy;
J Gh - dSv J paY &n ds, Pa, dPa/dn overS, is obtained. This system can be solved
directly using, for example, the method of collocatiGn.
1 IPa However, this method has two disadvantages: First, numeri-
- JSU ¢n " haGn F;TY: Fa(X), (19 cal computation of the “finite part” of the singular integrals

and second, the final algebraic system is nonsymmetrical. To

overcome these disadvantages, we suggest to associate a
where variational formulation to this system. With this variational

formulation, the explicit evaluation of the “finite part” of

the singular integrals is avoided and the final system is sym-
f Ta — 9Gp metric.
S

Py ——
p Ta” Th o Iy IIl. VARIATIONAL FORMULATION
o Let (9pa/an)’(Sp), (9pn/an)'(Sy), PA(S,), and
—¢n LUGhVnY ds,. (dpalon)’(S,) represent four sufficiently regular test func-
tions[(dp,/dn)’(S,) means the normal derivative of acous-
tic pressure at the surfac,]. After multiplying Egs.(18)
ForXeS,: and(19) with variables ¢p,/dn)’ and @p,/dn)’ and inte-

Ta Px
Fa(X)= T —arh 2
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grating overS,, also Egs.(20) and (21) with variablesp,

and (9p,/dn)’ and integrating ovel,, making an appro- ZA normal speed VJ, (X )
priate linear combination for the purpose to have a symmetri-
cal variational formulation gives
(s,x5,T()s x5, ()5 x5, ()5 x5, 1
L=1mm r
B IPa|’ Th ®h pn|’ or
_<F1(X)’<(9_nx > ‘T—a@<FZ<X>'(a—nX) > -
Sp Sp Y _
p=90
L Fy(X)ph0s +— ( Fax),| P2 ——
¢a< 3( )aan>SU Ta 4( )! anx Sv!
(22 FIG. 2. Cylindrical cavity.

where the double integrals) are presented in Appendix A.
V. ANALYTICAL AND NUMERICAL RESULTS

In this section we present an example for validating nu-
merical developments. It concerns a cylindrical cavity filled
with air, supposed to be viscothernigig. 2) whose physical

For the discretization of variational formulati¢22), we propfzgties are:po=1.1614_l§g/rﬁ, c=340 m/s, w= 184.6
consider problems with revolution geometry. In cylindrical X 10~ ' Ns/m?, #=110x10" " Ns/n?, B=458 N(m?K), x

coordinate systemr(z, 6), the Fourier series decomposition =22.5<10°° m?/s, y=1.403. Numerical viscothermal code
of fluid variables¥: results are compared with the analytic solution.

The temperature fluctuation is assumed to be null at all
boundaries. The pressure is zero at the boundarR. For
z=L/2, the normal speed is imposed W[ xo1(r/R)]
whereV=1 m/s (one considers the azimuthal mode=0)
enables us to convert a three-dimensional problera,¢)  and o, is the first zero of the Bessel functidg. Finally, at
into a series of two-dimensional problem,). This transi- z=—1L/2, the speed is null.
tion requires the calculation of Fourier components of  Acoustic and entropic pressure solutions of Eg$.and
Green’s functionG and its first derivative. These compo- (3) which verify the above boundary conditions are
nents have been developed by Mebdrekhe solution of the
three-dimensional problem is then obtained by summing ac- Xoif L )

-] 3
al
}, (25

IV. DISCRETIZATION BY FINITE BOUNDARY
ELEMENTS METHOD

m= 4o

V(r,z0)= > Wy(r,zem (23

Aal eX[{— ikazl

cording to(23) the solution of each modal problem. TR

For the discretization, we use a linear isoparametric el-
ement with two nodes and two degrees of freedom. These are F(
(dpaldn,dpplan) if the node belongs to a surfack, or +Ba1 explikan Z+§
(dpalon,py) if the node belongs to a surfa& .

Linear shape functions are used to express the coordi- Yor© L
nates of a pointX as a function of nodes coordinates ptho(?){Ahl ex —ikhzl(z— 5)
(X1,X2) and fluid variablesP as a function of nodal vari-

ables (W1,¥2). The discretization by finite boundary ele- . L
ments of the variational formulatiof22) for a given azi- +Bny explikna| 2+ 5], (26)
muthal mode m, permits to obtain after assembly the
symmetrical matrix system wherek?,, =k2— y2/R?, K2,,=k2— y2/R% and A, , An:,
_ . - [ 9pa \ PN Bai, angBh1 are determined from boundary conditiofsee
A; 0 A Ag a—(Sp) S, Appendix B.
- n . - .
! In the particular case where the air is considered perfect
: JPn and a nonthermal conductor, the pressure in the cavity is
Az ! Az A an (o) S2 given by
------- R K P B Bc 2
A; A — r L
AN on (S0 S3 p=J, ACERI PN ex;{—ikZ z— - )
: R 2
i A Pa(S,) S L
- ' S W B N +B exgik, z+§) } 27)
where {Si} denotes the discretised second vector due to
acoustic excitationp andV. where
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All analytical and numerical results presented in this pa-

per are nondimensionalized by referring them to the follow-
ing parametersp, (the density, ¢ (the adiabatic speed of
sound, andL (the height of the cavity
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Frequency = 0.0037, =0 analytic results of the viscothermal model are in good agree-
ment and are clearly different from those of the perfect fluid
model. One clearly sees the damping of the first radial mode
[ e S S N VS SOPOPH SEPRPN peerELL ] and the decrease of the first resonance frequency which is
about (~15%).

For two particular frequencies 0.0088ose to the first
Anslytcat - vscoherma resonance frequency of the cavity with viscothermal mpdel
woopos L1l Numerical - viscothermal and 0.0037(close to the first resonance frequency of the
fuid cavity with perfect fluid modg] we have carried the nondi-

2 00E-06 mensional modulus of acoustic pressure according to radial
position (z=0) and axial position (=0) in Figs. 10-13.
0.00E+00 These figures show the validity of our numerical results and
050403 02 01001 02 03 04 05 illustrate clearly the difference between the results of the
Axial position (z /L) . .
perfect fluid model and those of the viscothermal model.
FIG. 14. Modulus of the entropic pressure as a function of axial position for We also computed the nondimensional modulus of en-

1.00E-05

8.00E-06

6.00E-06

Modulus of entropic pressure

the nondimensional frequency 0.0037. tropic pressure for the frequency 0.0037 according to axial
position in Fig. 14. Here, we cannot illustrate clearly like in
A. Cavity with the height of 1 mm Fig. 8 (which concerns cavity with the height of 1 mihe

. . . two thermal boundary layers at the boundaries ¢ L/2),
F|gure 3 shows thg nondlmen3|onal modulus' of thebecause in this case these thermal boundary layers filled up
a.COUSt'C pressure at point Mlg. 2, versus the nondlmen-_ the whole cavity. Therefore, the entropic pressure is practi-
sional frequency. The obtained peak corresponds to the ﬂr%tally uniform through the height of the microcavity.
radial mode {=0.3827). Numerical and analytical results of
the viscothermal model are in perfect agreement. In addition,
one sees well the effects of air viscosity on the damping ol. CONCLUSION
the first radial mode.
For the nondimensional frequency 0.36, we have carriei
the modulus of the acoustic pressure according to the radi P
position =0) in Fig. 4 and to the axial positiorr €0) in
Fig. 5. We observe that numerical and analytical results o oundary conditions
the viscothermal model are in perfect agreement. They ar Th y ical i ’ | tati ing finite bound I
close to those of the perfect fluid model, since this frequency € humerical Imp'ementation using Tinite boundary €

is far from the resonance of the first mode. However, for thqeurgg:tﬁ;; ggz;o\r/gﬂgisg ;?,ra?;g?;ir;s of geomeiry of revo-

nondimensional frequency 0.382ery close to the first reso- L .
nance requency of the cavibFig. 6 and 7 show hathe e <l show e erecs of o vseesty on e
acoustic pressure of the viscothermal fluid model is differen ping X y

hermal effects at the boundaries. The results illustrate these

from that of the perfect fluid model, effects especially in the case of microcavities. The good rep-
The nondimensional modulus of the entropic pressure pecially | ! vities. 9 P

versus the axial position is reportédig. 8 at the nondimen- resentation of these effects on the edges of the cylinder al-

sional frequency 0.36. Numerical results are very close to thieows to better apprehend thereafter the vibroacoustic prob-

analytical ones. This shows the existence of two therma

boundary layers at the boundaries<+L/2). Indeed, ther-

mal waves having a wave numblet= (i + 1) Vk/2l;, under- ACKNOWLEDGMENTS
goes an intense damping, thereby from their origin these . ,
waves exist only in a region of small thickness called the 1€ authors are grateful to the ministry of education and
thermal boundary layer. The thickness of this boundary layef€S€arch and to Schlumberger industii€EM) for the fi-

corresponds to the distande at the end of which the wave nancial support of this work. They would also like to express
is damped by the rati@=2.718. For the nondimensional their cordial thanks to G. Marquette and M. T. Chau for their

pelpful discussions.

An original variational formulation by integral equations
r the resolution of an acoustic propagation problem in a
viscothermal fluid is presented. This formulation allows us to
Eake into account complex geometry and multiple acoustic

frequency 0.36, the real thickness of the thermal boundar
layer isd,= v2I,¢/ 0= 7.65 pm.

By referring to the results of Fig. 8, we deduce that theaAppENDIX A
distance at the end of which the amplitude of the entropic

pressure is damped by the raéids d,=7.5 um, itis there- ~ Theintegralg-) presented in the first member of varia-
fore close to the value calculated. tional formulation(27) are given by
e e =G, P2 [ PPa)
B. Cavity with the height of 10 um $*% | T2 9ny | any
_The_same re_sults have been obtain_ed for a case of a ™ bn apn [ Ipn\’
cavity with the height of 1Qum and numerical results com- - (? h anv | Ine '
pared to analytic ones. Figure 9 shows that the numerical and ara v x0T gxs,
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|| #Ga  bnTa &Gy ,
(Vsxs,~ NNy ba 1, dNy ANy PayPax

. (aGh dG,\ , 9pa
any &—r])(pax&—nY
G G, P4\’
+ any any paYa_nx s,
+< _&&G)%(%H
Ta ¢h h any anx S\,XSI,
Osea{ =l ]
: =\ 777" Pay| 7~
SxSp any 2\ any xS,
o-pi, ()]
b Iny T2\ any S,
IPa [ PR\’
+<Eehﬁ(ﬁ)>
Ta C?ny anx S/xsp
IPa [ IPa)’
+<Ga&(&)> |
any \ dny S,

_ dG, dp, ,
(Dsxs,=\ Ty, any Pax

S8,

Ga

>prs\l
L[ #n G P
b, INy Iny Pax

)y
(pomim)
Aol ).

SN fsp-d&)dsx.

APPENDIX B

The four constant8,, A1, Ba1, andBy,; presented in
the Eqs.(25) and(26) are determined by solving the follow-
ing four equations:

- i{kazld’a[Aal_ Bal exqikazlL)]
+Knza @[ Ani—Bn1 explikna L)1} =V,
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Ta[Aa1t Bar explikanl) ]+ 7u[An1+ By explikp4L) =0,

- i{kazl¢a[Aa1 exqikazll—) - Bal]

+Knza @nl An1 expiknnL) —Bpy ]} =0,

Tal Aar €XP(iKaz1L) +Baq ]+ [ Apy explikp»L) +Bpi]=0.
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A novel approach to reducing the matrix size associated with the boundary element/moment method
solution of the problem of acoustic scattering from arbitrarily shaped closed bodies is presented in
this paper. The key step in this approach is to represent the scattered field in terms of a series of
beams produced by multipole sources located complexspace. On the scatterer boundary, the
fields generated by these multipole sources resemble the Gabor basis functions. By utilizing the
properties of the Gabor series, guidelines for selecting the orders as well as locations of the
multipole sources are developed. The present approach not only reduces the number of unknowns,
but also generates a generalized impedance matrix with a banded structure. The accuracy of the
proposed method is verified by using internal accuracy checks and by comparing the numerical
results with the analytic solutions for spherical scatterers.19®7 Acoustical Society of America.
[S0001-496607)02309-9

PACS numbers: 43.20.Fn, 43.20.Gp, 43.20.KG|

INTRODUCTION the multiple multipole(MMP)"® and the source modet°
methods, both of which exhibit the potential for substantial

of acoustic scattering usina the boundary element/mome avings in terms of the number of unknowns relative to the
9 9 Y E/MM. They employ the fields generated by fictitious

method(BE/MM) is to employ subdomain basis functions to sources, displaced from the boundary of the scatterer, to rep-

represent the surface fields or equivalent sources on the .
bo%yl,z This approach often requirgs the use of 10 or moreresent the scattered field. Both MMP and source model em-

unknowns per linear wavelength or, equivalently, more tha;gloy isotropic elemental sources, because the fields radiated
I

The conventional approach to formulating the problem

100 unknowns per square wavelength, and thus leads to re y these sources can be conveniently expressed in analytical

tively large matrix sizes even for moderately sized scattererd®'™M- Use of such sources located away from the physical
In addition, the resulting generalized impedance matrix ioundary results in a matrix that is not dominated by the
typically dense, owing to a strong coupling between the subdiagonal. Recently, Pogorzelskisuggested the use of syn-
domain basis and testing functions, even when they ar@etm_ q!rectlve sources Fo reprgsent thg scgttered field. The
widely separated from each other. However, it is well knownP0SSibility of combining isotropic and directive sources has
from asymptotic solutions of canonical problems, that theP&en examined by Erez and Le_waﬂérWhlIe in Ref. 11 the
wave interactions on the smooth convex parts of the scatter&D directive source is synthesized by an array of isotropic
are essentially local. Canniig has shown that, for smooth ONes, in Ref. 12 the directivity is achieved by shifting a point
scatterers, the use of Gabor type of basis functiovi,, source into complex spac¢éHowever, in both Ref. 11 and
functions comprised of windowed exponentials, can intro-Ref. 12, only one type of directive source is used. This ap-
duce the desired interaction/impedance matrix localizatioPears to be similar to Canning’s first attempts to achieve
(IML) feature in the matrix equation. It should be noted,localization employing only one type of basis function as
however, that the localization of the matrix elements near thélescribed in Ref. 3. Thus, with the methods of Ref. 11 and
diagonal is achieved in this approach at the expense dRef. 12 one can expect to achieve localization but, probably,
higher computational cost, introduced by the need to comat the expense of solving a highly ill-conditioned system of
pute the double integrals for the matrix elements that involveequations.
the special basis and testing functions. The coupling between The objective of this paper is to apply to acoustic scat-
the distant parts of the scatterer due to the bi-directionalering the complex multipole beam approa¢@MBA),
character of the radiation emanating from the Gabor type oWhich attempts to combine the advantages of both the IML
distributed sources is eliminated in the combined source IMLand the MMP methods. The strategy followed in this method
approact. One should note that Refs. 3 and 4 considereds to expand the scattered fields in terms of beams, generated
only two-dimensional problems, while in Ref. 5 IML has by a judiciously selected set of multipole sources located in
been extended to scattering by bodies of revolution. the complex space. These beams are very similar to the Ga-
Two alternate approaches, also proposed recently, ateor basis functions when sampled at the boundary of the
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scatterer; hence, the method can be viewed as a numeridal3D MULTIPOLE BEAMS AND 2D GABOR
approach to finding an approximate Gabor representation diXPANSION
the boundary field. In fact, the problem of radiation from

planar apertures has been extensively studied using the Gf’i-l dTh'S s(;actlog \t’)\"” be detvc_)tedlto thefStUdK.Of Ithe ac-:tcrzu?]m
bor expansion of the aperture fields in two- and three-slg riepr%'#tcih'fteyd antf)e;haemcgrzsfeo d(r)nrrl:a'lgo'l?r?eWI ; osee
dimensional2D and 3D problemst***However, a straight- urce pol med |1 piex n. purp

forward Gabor expansion of the field over a nonplanarOf this ;tudy IS tWOf.Ok.j‘(') o develop an understaqdmg of

. . the major characteristics of the multipole fields; afig), to

boundary would be of little use since the subsequent deter: : NN

L : e find the parameters that adjust these characteristics in such a
mination of the scattered field would be as difficult as solv-

ing the original problem itself. The completeness propertie manner that they are optimally suited for the scattering prob-

and other characteristics of the Gabor expansion function?sem at ha_nd. . . .
The time harmonic wave equation has a set of indepen-

are well understoolf!” and this greatly facilitates the task : .
. : . dent solution¥ given by
of developing a set of simple rules for choosing the orders
and locations of the multipoles. And yet, in common with the frn(r)= hﬁf)(kr)P[{‘(cos f)expjme) )
MMP and the source model methods, the present approach
retains the advantage in terms of the number of unknowndnd known as spherical harmonics, whére 6, ¢) are the
over the BE/MM, as it typically uses less than 4 unknownsspherical coordinates of the observation pointin (1),
per linear wavelength, or, equivalently, less than 15 unPn( - ) denotes the associated Legendre polynomial of or-
knowns per square wavelength. dern, m, hff)( - ) denotes the spherical Hankel function of
The unidirectional character of the fields radiated by thethe second kind and order, k is the intrinsic wave number,
multipole sources, located in the complex space, is similar t&nd the expgivt) time dependence is implicit. These solutions
the nature of the combined electric and magnetic current bdave singularities at the origin of the coordinate system.
sis functions of the Gabor type, used in the combined sourc&hus, the spherical harmonics can represent the acoustic
IML approach’ The unidirectional nature of the source fields Pressure field at an observation poinproduced by a time-
insures that the coupling will be low between a given sourcdarmonic multipole source of ordemn(m) located at the
and all distant parts of the scatterer, including the part of thé0urce point,=0.
surface located on the opposite side. It also helps to suppress [ order to analytically continuén, to the case of an
the spurious interior resonance type of solutions, since th@rbitrary complex source poimp, it is necessary to express
fields generated inside the scatterer are relatively small.  them as single-valued analytic functions that are well defined
It is worth mentioning that the analytic continuation of for an arbitrary complex source poimb=(Xo.Yo.20) =ro
the multipole field® to complex source coordinates is facili- ~17o, Whererg andrg are real vectors. To this end, the
tated in the proposed method by expressing these fields #9llowing expression,
terms of Cartesian coordinates. This procedure is different _ 5 > 5
from the one proposed by Shin and Feld&nyhere they r=NO— X0+ (y=Yo) '+ (2-20)° Relr}=0, (2
obtained the higher-order multipole beams by successivelywhich interprets for an arbitraryro, was introducetf in the
differentiating the zero-order beam along two transverse distudy of the zeroth-order multipole with a complex source
rections normal to the beam, a procedure which leads to onlgoint. The expression under the square root2nvanishes
a subset of all multipoles with a standing-wave type of transon a circle of radiugrg| lying in the plane normal tog and
verse behavior. centered ar;. The requirement Re}=0 defines the disc
The three-dimensiondBD) acoustic formulation of the within that circle as a branch cut. It is well known that the
proposed method presented in this paper constitutes an ewadiation characteristics of the zeroth-order multipole ap-
tension of the 3D electromagnetic formulation presented irproximate those of a Gaussian beam propagating in the di-
Ref. 20. Note that two-dimension&D) acoustic and elec- rection ofrg with the waist located on the branch cut.
tromagnetic formulations are equivalent. Thus, 2D CMBA, As mentioned earlier, Shin and Felé®have proposed a
applied in Ref. 21 to the transverse magné€Tibl) scattering  derivation of the higher-order multipole fields based on suc-
case, can be usef@vith mere substitution of appropriate cessive derivatives of the field of zeroth-order multipole
quantitie$ to treat acoustic scattering from perfectly soft cyl- along the directions transversert$. However, this process
inders. In its present form, the method is most suitable foteads to only a partial set of multipoles, although additional
the analysis of large smooth bodies. A hybrid approach tanultipoles can be obtained by taking the derivatives along
extending the present method to a more general class of scat;. In this work, we use an alternative approach, which we
terers will be dealt with in forthcoming publications. believe to be a simpler way to derive the multipole fields.
The organization of the paper is as follows. The proper-The analytic continuation procedure entails a search for ana-
ties of beams generated by multipoles located in the complelytic expressions for the Cartesian components of the spheri-
space and their relation to the Gabor expansion are discussedl harmonics(1) in terms of Cartesian coordinates of the
in the next section, i.e., Sec. |I. The formulation of thesource and observation points. The interpretatiod ahd ¢
method is outlined in Sec. Il. Details of the numerical imple-in (1) as angles in the complex source point case may not be
mentation of the method and illustrative results are presenteidnmediately apparent. However, we observe that the trigo-
in Sec. lll. Finally, a few concluding remarks that summarizenometric functions and the exponential factor are easier to
the paper are given in Sec. IV. continue in their entirety when rewritten as follows:
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FIG. 1. Distribution of the equivalent double layer source for thgmul- FIG. 2. Contour plots of the absolute value of the multipole field
tipole located at,=— jax over a disc of radius in the yz plane. fan(r — o) computed on a sphefie|=7=3\ with ro=—jx for various
values
of n.
cosf=——, sing=-—, normal torf; and centered at,. Consequently, both pressure
(€©)) and normal velocity are discontinuous over that disc. The
X=X . Y™Yo discontinuity of the fields can be interpreted as single and
Ccosp= , Singp= o . :
double layer surface sources distributed in the circular aper-
and ture. As will be shown below, this combination of these

single and double layer sources can produce unidirectional
exp(jme)=(cose+j sin )™, 4) radiation similar to that in the combined source formulation
of the IML.* An example of the equivalent double layer
source distribution for thef;; multipole located atr
p=\(x—%0)2(y—Yyo)®> Re[p}=0. (5) =—jax is illustrated in Fig. 1. Here, one can see that the
source is characterized by a smooth distribution over the disc
and a singular behavior on the cirgfé+ z2=a?.

where

Note thatp will not appear in the final expressions, and thus
the singularity due to the square root(®) is of no conse- . . .
quence. Using relatons3)~(5), one can obtain the sought. o fyc? FENRAK SR AU Sl PO B TUCERE
for expressions for Cartesian components of multipole fieldsf the b i th tial d C qd icted in Fig. 2
in terms of the Cartesian coordinates of the observation an €Tnn b€ams In the spatial domain Is depicted in Fg.
source points. Examination of the fields produced by theor Se"efa' valugs of. Here, .thef”” computed on a sphere
multipoles shifted into the complex domain have shown that it radius |r| =F=3x (x being the wavelengjhare pre-
for n>1 only multipoles with equal indicesr{(=n) produce sen.ted.as fun(?tlons af and ¢ for ro=11x and rO:.O' Ex-
well-defined beams. Thus, we present here explicit expres"’-‘mm"’Itlon of F'g.' 2 reveals that the complex multllpoles pro-
sion only for that case, simplified thanks to the form of as_duce well-confined beams. However, for higher-order

sociated Legendre polynomials with equal indices, namel;let'p()leS these beams do not propagate inrgndirection.

P"(cos)=(~1)'(2n—1)!Isin"d, where (D—1)!! denotes Spectral analysis of the multipole beams shows that they are

S also well confined in the spatial frequency doméee Fig.
the product of all odd positive integers not greater than3) The beams exhibit a tFr)aveIing (\q/vave %ehav??)r N tﬁe
2n—1. We have ’

direction, with an increasing spatial frequency for ascending
fon=(—1)"(2n—1)!1h{?(kr)E" (6)  n. The behaviors of these beam fields on the sphere resemble

and, in addition,

. ... N
Vian=(—1)"2n—11} (X+]9) — h?(kr)EN~* Z: e g A0
04
—Kkhi2 (kN E"(r,X+r,y+r,2)(, ) , odt NS
n Iy £ oL LW ///@ N7z
where we definer,=(x—xo)/r, ry=(y—yo)/r, r,=(z 02 N A\& IN—
—Zp)/r, andE=r,+jr,. Equations(6) and(7), with r de- -0.4
fined as in(2), are useful for constructing the acoustic pres- -08
sure and velocity fields of thenth order multipole located at 08
an arbitrary complex source point. To gain better understand- 1 a5 x 05 0 05
ing of the properties of the multipoles located in complex T Jk

space we first examine their equivalent real space sources. e

The reqUiremem F{E}BQ in(2) Cau_ses to'be Qiscontinuous FIG. 3. Contour plots of the absolute value of the 2D discrete Fourier
over the branch cut disc of radiysj| lying in the plane transform of the field distributions presented in Fig. 2.
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those of the 2D Gabor expansion basis functitbhashich
comprise a 2D window function multiplied by an exponen- A
tial factor. Identifying the similarity between the Gabor func- Az E*
tions and the multipole fields is of major importance to us, as 4
it provides us with the guidelines for selecting the parameters |
that play a critical role in our approach to solving the scat- /
tering problem. For the multipole fields, the shift of the ori- R1 — |
gin into the complex domain has an effect similar to that of
the window function. Unlike in the Gabor expansion, we do
not have the freedom to select the window function; how-
ever, we can adjust the amount of shift into the complex N
domain and select multipole orders of the complex multipole x
expansion. In the remainder of this section, we will describe
how to select a set of multipoles that approximate the set of
Gabor functions. D
It is evident from Fig. 2 that the multipole beams of
different orders have different widths. The average beam- ‘1
width can be adjusted to some predetermined valldy
varying the amount of complex shift. We choose to use only
the multipoles of orders,, n=IK, 1=0,1,..., where the
Integ.e.rK is determined by the 90nd|tl0ﬁ<27—rr /W This FIG. 4. An example of impenetrable closed body of arbitrary smooth shape
condition, based on an assumption that the oscillatory behawtuminated by a plane wave.
ior of el"¢ is preserved, ensures certain oversampifiighe
multipole series can be truncated by limitihdo the range noted byS, can be either perfectly hard or soft or can be
O=<I=<L, wherelL is the smallest integer satisfyingL characterized by an impedance boundary condition. In addi-
>Kr. The above condition implies that the spatial spectruntion, S is assumed to be piecewise smooth, with a minimum
of at least one of the multipoles falls outside of the visibleradius of curvature that exceeds some prescribed value

\y'<

el |

range. The body is illuminated by a plane wa®"°=exp(—jk"
By analogy with Ref. 16 we define -r), wherek™ denotes the wave vector of the incident field
J ()] d2s) 22 and the harmonic expgt) time dependence is implicit. Our
I ) objective is to determine the scattered filtl
| —rrnasﬁ fn|n|(r)| Following the basic strategy described in Refs. 7—-10, we

, ) ) begin by setting up an equivalent problem for the region
as an effective width of the beam shaped fig|d,. Here, the  5rrounding the scatterer. Here, we expr&sand the cor-
source point is centered at the origif=0, and shifted into  responding velocity field® as superpositions of fields of a
complex space bys=a=(a, cosa, g sina, 0). The sur- set of fictitious sources, located in the region originally oc-
face S, on whichf, , (r) is evaluated, is a smooth surface cupied by the scatterer. Specifically, using the complex mul-
that approximates the surface of the scatterer in some avetipole sources, we write

age manner. The amount of shéftinto the complex domain ML N

is found for each multipole of order, such that the beams PS (=2, > > Ay,Pi,(r) (9)

are approximately equal in their effective width, i\~ W. I=11=0v=1

The direction of the complex shift of each multipale is  and

chosen to ensure that the beam propagates in thieection. M
With the choice of these carefully tuned parametérsL, vi(r)=>,
W, anda, the multipole fields comprise a basic set of ana- i=11
lytic solutions of the wave equation which, when evaluatedyhere A
on S, simulate a basic set of Gabor functions. A complete set .
of Gabor-like functions can then be generated by rotation  File()=fn n(Ri(r=ri)+ja),
and shift of these functions. This step of constructing theynq
above basis functions serves as a first step toward developing
the formulation of the scattering problem, to be discussed in
the following section.

-

N(I)

> AiVin(1), (10
Ov=1
i1, are constant coefficients to be determined,
(11

1 .
Vito()= =5 BRIV (Rin(r =D +ja). (12
Here,P;, andv;,, are, respectively, the pressure and veloc-
Il. FORMULATION ity flelds, of.thTe multipole of_ orden;, with n,=IK,_ located
atry=r; —jRy,a. Also g is the complex location of the
For the sake of illustrating the application of the pro- multipole of ordem,; in its local coordinate system, and ma-
posed method, we consider an impenetrable body of arbitraryix R;, is an orthogonal matrixl'}"ﬁﬁ Bgvl) transforming a

shape, whose geometry, and that of the coordinate systemector from the global coordinate system to the local one.
used, are depicted in Fig. 4. The boundary of the body, deNote that, unlike in the MMP approach, only the multipoles
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no=1 quency space local to thén patch. Like in Fig. 3k, andk,,
ni=6 denote the local spatial frequencies. The areas irktkjzace
np=11 covered by the multipole beams are schematically shown as
ny=16 shaded ellipses. For this example we seledfed5 andL
ns =21 =4. Due to the large value d(l) for | =3,4 only a few of
these beams are shown. The multipole beéims ellipses in
Fig. 5 are required to cover the spatial bandwidth of the
field sampled on the boundary. The latter extends only
slightly beyond the visible spectrum shown as a cross
hatched circle of radiuk in Fig. 5. The criterion for the
truncation of the beam seriésee Sec.)lhas been designed
precisely to accommodate this behavior. The highest-order
multipoles are selected so that they produce mainly evanes-
cent waves, i.e., in Fig. 5 the centers of the outermost shaded
ellipses are located outside the circle of radkusNith this
distribution of sources, each patch and, consequently, the
whole boundary, are fully spanned by the multipole beams.
In view of this, the representation of the scattered field given
in (9) and (100 may be viewed as an approximate Gabor
FIG. 5. The locak-space polar grid of an approximate 2-D Gabor expan- €Xpansion evaluated on the scatterer boundary. Note that, in
sion based on the multipole beams with=5 andL=4. The areas covered the conventional 2D Gabor expansion employed in aperture
by the multipole beams are schematically shown as shaded ellipses. O”Wadiation modelin{f’ and in image processing applicatidﬁs,
few out of N(I) beams of orden, are shown fol =3,4. . . .

the spatial and the spatial frequency domains are sampled on

Cartesian grids. Here, we find it more convenient to cover
whose orders are integer multiples Kfand whose indices the frequency domain on a polar grid by rotating the basic
are equal, are employed herein. The source locations are chfimctions as shown in Fig. 5. A similar polar scheme has
sen by analogy with the Gabor expansion in the followingbeen suggested in Ref. 17. A log—polar scheme has also been
manner: The surface of the scatterer is first subdivided intg,sed to construct the 2D “wavelet” transforfh.
M patches with linear dimensions not exceeding the prede- |t is evident from(9), that the approximate scattered
termined effective widthw of the multipole beams. The field PS automatically satisfies both the wave equation and
multipole centersr; are placed at the centers of thesethe radiation condition. Thus, assuming a total Nofun-
patches, and are shifted an equal distanteward the inte-  known coefficients, it is only necessary to enforce the appro-
rior of the scatterer, namely, =rf—T n;, whererf is an  priate boundary condition aN equispaced points on the
approximate center of thigh patch and; is the unit outward  poundary of the scatterer to derive a matrix equation which
normal vector ary. The value off is selected such that it can be subsequently solved for the unknown coefficients.
does not exceed the minimum radius of curvature. Th&nce these are known, the scattered fields and other quanti-
N(l) fields f,, , of the multipoles of orden, centered at ties of interest can be readily obtained.
ri are easily computed in their local coordinate systems. At this point, it would be useful to make a few observa-
These local coordinate systems are rotated relative to thiéoons regarding the method just outlined. First, we note that,
global one so that theix axes coincide with the normal thanks to the properties of multipole fields, the generalized
vectorn; . They are also rotated relative to each other aroundmpedance matrix involved is anticipated to have a well-
their commonx axis. Thus, the matriR;, performs first defined structure. For a convex scatterer, the matrix can be
rotation around the andy axes to align thex axis with  expected to be essentially banded with enhanced block-
n;, and then around the axis by angle 2rv/N(l). The diagonal elements. This pattern is attributable to the strong
number of rotationdN(1) is given byN(l)=8l, [=1, while  coupling between each group of multipoles having a com-
N(0)=1. The vectorsy defining the amount and direction of mon origin and the matching points closest to them. On the
the shift into the complex domain in the local system areconvex portions of the scatterers, the coupling rapidly dimin-
predetermined in a manner described in the previous sectioishes with increasing distance between the multipole origin

The completeness of the multipole beams as the sourcemd the match point. The banded structure of the matrix of-

for the scattered field depends upon whether the functionfers a number of advantages in terms of computation time
obtained by sampling these beams on the scatterer boundaand storage requirements. Assuming square patch shape, we
form a complete set for functions defined on that boundarycan estimate the lower bound on the number of unknowns
For the case of multipole beams, the completeness stenger square wavelength of the surface of the scatterer. Noting
from their similarity with the Gabor basis set. We anticipatethat there are (R+ 1)? match points per patch of ar&s?,
that the similarity between the set of complex multipoleand using the constraints on the multipole parameters speci-
beams, selected according to the procedure described in tfied in the previous section, we can show that this bound is
previous section, and the Gabor basis functions is preservegiven by (A +1)?/L2. This bound approaches the limit of
for an arbitrarily smooth surface. Figure 5 explains how a sefour unknowns per square wavelength for largemhich is
of multipole beams originating at spans the spatial fre- equivalent to the Nyquist limit of two unknowns per linear

k2 +k3=k?

D
"
N 5
RN
\\;\%%An\\\} &
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wavelength. However, large values bf can only be em-
ployed for very smooth scatterers, and even then they tend to
spoil the banded structure of the matrix. 10!

I1l. NUMERICAL RESULTS \['
10° L

1,1

The formulation presented in the preceding section has
been implemented in a computer program. In this section, we ] \\ \ \‘
present the computed results for scattering from perfectly 10°
soft and hard spherical bodies. Though in our examples we 10° ]\“Hﬁn thh
consider only spherical scatterers to simplify the geometrical bR AR
modeling, solution of the acoustic problem treats them as S U U U
general 3D scatterers. The accuracy of the proposed method i
is verified by comparing our numerical results with those
derived by using the Mie series. For more complex scatterE!G. 6. _Norn_]alized absolute_value of the e_Iements in the first column of the
ers, for which _analyti_c solutions are _unavailable, an internagggesrs::zf: gT?:gﬁ;cirTg'\)f versus row index for the case of the perfectly
validity check is provided by evaluating the error in the sat-
isfaction of the boundary condition on the surface of the
scatterer at locations between the match points. nearest neighbor patches. The magnitude of the elements in

In all of the computations, presented herein, we havedll other groups corresponding to further patches is relatively
employed the same basic set of multipole beams. We woullpw (order of 1072 and lowej. Consequently, these elements
typically begin by optimizing the parameters of the multi- €an be set to zero with a negligible loss of accuracy. The
poles producing these beams. We would displace the multRandwidth of nonzero elements in the matrix becomes ap-
pole centers by =3\ from the scatterer surface and chooseProximately 500 when this is done. In view of this, we esti-

a beamwidth ofW=3\ as a compromise between a reason-mate that for a convex scatterer the storage requirement will
able directivity and locality of the interaction. For the surface®nly be on the order of 500, and, consequently, will result

S we would choose a sphere .5 radius for the effective 1IN @ reduction of computation time. The root mean square
area computation as ). The center o would be offset in (rms) boundary condition error for this case was found to be
the negativex-direction by 1.3 away from the multipole below 0.6%. A comparison was also made between the scat-
origin. For these choices, we would next optimize the refering cross section results computed by our method and
maining parameters by following the procedure describedhose obtained by using the exact modal expansion. These
towards the end of Sec. I. To ensure sufficient oversampling€sults are shown in Fig. 7 for the case of plane wave inci-
we would choos&K =5 and, consequently, would be 4. dent at #"°=0°. Complete agreement between the two
The results obtained by following the above procedure ar§€rVes as additional evidence of the accuracy of the proposed
presented in Table I. method. .

The first example considered was that of a perfectly soft ~ 1he second problem considered was that of a perfectly
sphere of radiu®=4.2\. In accordance with the guidelines hard sphere of radiug=4.2x. For this case, we again used
provided in the last sectiol\l=1670 multipoles were dis- @ total of N=1670 unknowns. The rms boundary condition
tributed on a sphere of radius 1.2nd concentric with the €Tor was only about 1.3%, and this provided an internal
boundary. With a scatterer surface area of 221.7 squareheck on the accuracy of the method. In Fig. 8, the accuracy
wavelength, the average number of unknowns per squat‘éf the scattering cross section computed by our method is
wavelength of the surface was 7.5, which, though somewhaxemplified again by comparing it with one derived by using
higher than the lower bound derived in the previous sectionth€ Mie series. From the two examples one can see that the
viz, (2L+1)%/L2=5.1 forL=4, is still very low compared method descnb_ed in this paper provides highly accurate re-
to the conventional MM. The structure of the resulting ma-Sults for scattering by moderately large smooth bodies. These
trix is illustrated in Fig. 6, showing relative magnitude of the
elements in the first column plotted versus the row index.

VZ 1Z |
1
3
S
L
s

| 50 ——— — -
The first group of about 61 elements corresponds to the ok hCA“i’;BA
matching points on the patch illuminated by the first multi-
. . 40
pole. The next six groups of elements are due to the five - \
s ¥
TABLE I. Multipole parameters optimized fow ~ 3\ on a spherical =% \v\
surface 4.5 in radius withr =3\, andK=5. L 25
20 \f\,\v‘w

| n a/\ a; (deg s jreee

0 0 1.15 0 ok . . .

1 5 0.80 16 0 45 90 135 180

2 10 0.60 33 6 [degrees]

3 15 0.45 56

4 20 0.15 83 FIG. 7. Scattering cross section of the perfectly soft sphere of ralius

= 4.2x illuminated by a plane wave incident &f°=0°.
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Seat dip effect: The phenomena and the mechanism

D. Takahashi
Department of Architectural Engineering, Fukui University, Bunkyo 3-9-1, Fukui 910, Japan

(Received 25 April 1996; revised 1 April 1997; accepted 5 May 1997

The phenomenon of excess attenuation due to audience seating, which is called “seat dip effect
(SDE),” have been discussed in the case of a rather short-time interval including a direct sound and
early arriving sound. However, it may be expected that the effect is diminished as the time interval
increases, owing to the supplement of other arriving sounds. The first aim of this investigation is to
clarify the effect of time interval on the SDE as well as the effect of other arriving sounds, by means
of #-scale model experiments. For the mechanism of the phenomenon, a clear explanation has not
yet been given. The second aim is to clarify the fundamental mechanism of the SDE. For this aim,
a wave-scattering theory for a periodic surface and a simple wave reflection theory for a layered
boundary surface are applied, and discussed in comparison with the experimental results. From this
investigation, it became clear that the mechanism of the SDE can be easily explained by using these
simple analytical models. €997 Acoustical Society of Amerid&0001-496607)00509-3

PACS numbers: 43.20.Fn, 43.55.Br, 43.55[ERQ)]

INTRODUCTION The SDE is characterized by many phenomena, including,
for example, the shift of primary dip frequency with the ver-
When sound waves are passing over audience seats, tfiga| angle of incidence, the effect of the horizontal angle of
sound energy of low frequencies is attenuated, especially §cjgence, the effect of underpass transmission, and so on.
the early stage of the arriving sounds. The phenomenqlor these phenomena, however, reported results do not nec-

which are known CO"eCt.'VEIy as “seat dip effeCDB), . essarily have the same tendency. However, consensus is sub-
were originally reported in two papet€,and have been in- . )
stantial for some features of the SDE:

vestigated both theoretically and experimentally. Recently;

an overall review of these studies was presented by Ishida(1) The attenuation occurs at low frequencies with wide
However, it does not seem that the actual state of the phe- bpand centered about 100—250 Hz.

nomena and the mechanism of the SDE have been fully?) The effect depends strongly on the vertical angle of in-
clarified. More complete understanding is clearly required cidence as well as the receiver height: as the angle ap-
for the design of auditorium acoustics. proaches near grazing, the effect of primary dip expands

In the past studies, the phenomena have been discussed , 5 frequency region, which may seriously affect our
in the case of a limited time-interval that includes a direct auditory sense

sound and garly arnving so_un(istelayed at most 50 msin (?) The effect appears in the cases both with and without an
actual hearing conditions in a closed space, the degree o audience

attenuation may decrease due to the supplement of later ar- '

riving sounds. Regarding this point, Barfostates that the For clarifying the fundamental mechanism of the SDE, it is
bass sound attenuation at an early stage may affect the totaécessary to present a clear explanation for at least these
energy of low frequencies and has serious subjective effectthree items. Why does the excess attenuation occur? On this
Then he recommends a rise in bass frequency reverberatigfint, it may be assumed that the answer is the interference
to compensate for the attenuation effect. Apart from this expetween a direct wave and reflected waves from the audience
tending to the reverberant region, it seems that the effect afeating. This can be supported from the clue that one-quarter
time interval taken for evaluating the SDE plays an impor-,yelength corresponds to the seat depth, as was pointed out
tant role for evaluating the subjective effect. On this pomt,by Shultz and Watters Cremer and Muer,® and Bradley
Bradley discussed the importance of early/late sound ratioq.he phase difference (')f 180° can Cause, the cancellation ef-

concerning the streng@, in which a time interval of 40 ms Ject. Then, why do such reflected waves that cause the SDE

was used to evaluate the SDE and to find possible metho S enomena occur? Regarding this point. no clear explanation
for minimizing the effect. P curs kegarding this point, Xp |
Das yet been given.

The present paper is divided into two parts. The purpos L o
of the first part is to clarify the effect of time interval on the _AS for the theoretical investigation of the SDE mecha-

SDE by means of scale-model experiments, and to discu¥S™. Andd analyzed the problem of wave scattering from a
the SDE variation with the difference in source and receivelPeriodical uneven surface, which is a model of seat rows.
position at rather long time intervals. This model&cale  The analysis for more realistic conditions was presented by
of a small hall with 228 seats has removable surfasee Kawai® In this analytical model, the effect of underpass as
walls, back wall, and ceilingand enables investigation of well as the effect of dimension of the seating area can be
the contribution of each reflected sound separately. evaluated owing to the use of a rigorous integral equation
The latter part focuses on the mechanism of the SDEmethod. These two analyses provide rather detailed models
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of seat rows, but do not provide any clear explanation for the ros%lfpglcztrum
r

SDE mechanism.

In this investigation, an explicit analytical form for ex-
plaining the SDE mechanism, is derived from both a wave- FIG. 2. Block diagram of the measurement.
scattering theory for a simple model of seat rows and a
simple wave reflection theory for a layered boundary surfacegorrelation and cross-correlation function, respectively.
The final result of this analysis, together with the experimen-  The SDE characteristics at a receiving pdig with a
tal verification, clarifies the fundamental mechanism of theparameter of cutoff time of windowing are shown in Fig. 3,

SDE. in which the source position iS,. To clarify the effect of

the seat arrangement, the results are represented by SPL nor-
|. PHENOMENA OF THE SDE IN AN ARTIFICIAL malized by the case with the seats removadt a direct
SPACE sound, as can be seen in many past stydisreover, to

The effect of time interval for evaluating the SDE and remove the additional effect, which is the difference in total

the effect of supplemental waves reflected from surrounding€M€rgy with and without the seating, the seats were piled up

were investigated by using a 1/10-scale model of a smal®long the si_de wall in the measurement yvithout seating. As
hall. The details of the model are shown in Fig. 1. The floorShOWn in Fig. 3, the degree of attenuation decreases with

was made of 24-mm plywood panel and the walls and ceilin increased time interval. From the results, it can be seen that
were 12-mm plywood panels. These panels, which composq@e SDE is more serious at an e_arly stage of arriving sound.
an almost perfectly closed space, can be removed separatefyowever, the results of the time interval up to 32 (820 ms

The seat of 90-mm height, including a seat back of 50-mni? full scale), which gives almost an asymptotic state, show a

height, was made of polystyrene board. The arrangement &fear dip. The effect on our auditory sense will be a subject

the seats was 12 columx49 rows with row-to-row spacing ©f Some interest.
of 85 mm. All of these were set in an anechoic chamber. The
experimental method is shown schematically in Fig. 2. The
sound pressuréSPL) level L normalized by the direct sound
can be obtained by performing the measurements with an
without the seating area, which is given by

2 101 (D12/(D11
° (1)12ICD11

10 T T T T T T

2

. )

Ha+H,
Hgy

L=10logy

whereH 4 andH, are the frequency response functions of the
direct pass and the reflected pass, respectively. A broadbal
noise of 500-12.5 kHz, which was fed by a white noise
generator with high-pass and low-pass filters, was used as
source. Two signals from noise generator and the micro
phone output were digitized and recorded, and subsequent
processed collectively by a personal computer. For the prc
cess of transforming~FT) the correlation functions, the time
interval for evaluating the attenuation effect was adjusted b 500 1k 2k 4k 8k 16k
setting the cutoff timeT, of a window function[Hamming FREQUENCY {Hz]

window: 0.54+0.46 cos@t/T,) for t<T. and O fort>T,].

As is customarily defined, the.power spectrdny and Cross i, 3. The SDE characteristics with a parameter of the cutoff time of
spectrum @, are the Fourier transform of the auto- windowing.

SPL [dB]
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FREQUENCY [Hz]

FIG. 4. Effect of reflections from side wallcase 2, side wallstceiling
(case 3, and side walls-ceiling+back wall (case 4. Case 1 represents the
floor alone, and each case includes the effect of the front wall.

Figure 4 shows the effect of supplemental waves re:
flected from other parts. The cutoff time of windowing was
fixed at 8 ms(80 ms in full scale The remarkable differ-
ences shown in Fig. 3 diminish in these results. It seems th
the differences may be caused by removing all waves outsid
the interval in the case of Fig. 3. The late arriving waves are ®00d S My
considered to be generated from multiple reflections by eac oxzm So ~M3
composition of this model, which may weaken the attenua ol 1 . L . So ~Mo .
tion effect. In any case, there are evident excess attenuatic io
phenomena, with dips of about10 dB in early arriving ' ' ' ' ! '
sound up to 80-ms delay—a range of great subjective impot
tance. From these results in comparison with that shown ii
Fig. 3, the following suggestions regarding the SDE mecha
nism may be givenii) Reflections immediately after the
direct sound have a strong cancellation effect, which in-
creases with decreased interv@l) The change in horizontal
angle of incidence does not have serious effect on the atten
ation. This implies fundamentally less influence of the sea
backs. These data will be reflected in investigating into the
mechanism of the SDE in the next section.

It has been pointed out that the SDE depends strongly o
both the source height and the receiver height. This finding
for the effect of receiver height may correspond to the sub
jective difference between the main floor and the front seat 500 1k 2k 4k 8k lek
on balconie$. To make clear these trends, the experiments FREQUENCY [Hz]
focusing on the effect of change in source and receiver pc
sition were carried out at time interval of 8 m_ms ,m full FIG. 5. Effect of source and receiver positida} horizontal variation of the
scalg. It can be seen, from the results shown in Fig. 5, thateceiver,(b) vertical variation of the receiver, ard) vertical variation of
the SDE is remarkably affected by the change in the verticathe source.
angle of incidence, and the effect decreases as the receiver
height increases. These results show almost the same ten- . - : ) .
dency as discussed in the past studies using a rather Sh(l)rrr,gpedance, is shown in Fig. 6. This configuration of seat
fime intervall-35 rows model was used by Sessler and Wastd Bradley for

measuring the seat dip effect in a scale model. In the model
Il. FUNDAMENTAL MECHANISM OF THE SDE of Sessler and West, vertical wood panels with felt covering
were set on a plywood panel, and in Bradley’'s model, all
were made from plywood.

A simplified model of seat rows, which is composed of In this section, rigid vertical slats of widtlv are set on
parallel rows of vertical slats on a surface with some finitea surface of finite impedance expressed as a specific admit-

SPL[dB]

A. Analytical model of seat rows

1328 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997 D. Takahashi: Seat dip effect 1328



KL% 10 -

b o W w AR
0 o AN\N |
x < >N p]v——
- ; o VY
% | % ' o | | d -10} P i
7 e
-20} ]
FIG. 6. Geometry of a wave-scattering model for seat rows. —— 0=60°, w=0.1m
30l -—— 0=60°, w=0
. . . —— 0=85°, w=0.1lm "
tanceAg . This model may be considered as an extension o - =859 w0
Bradley’'s model. Consider a scattered sound field caused t . !
. L . -40 1 | 1 1 t 1
this structure under an incident plane wave at amglghich 53 135 250 500 1K ok

has the form of sound pressure ps=e'(*0*~ 702 with «,
=k sin 6, yo=k cosé, andk=w/c as the wave numbet
andc as the angular frequency and the speed of sound, re-
spectively. The time factoe 't is suppressed throughout. FIG. 7. Effect of vertical-slat width on the attenuation characteristics.
The boundary surfacéplane z=0) is here regarded as a
periodically arranged flat surface with two parts of different 1 (L
specific admittancé\; and A, corresponding to the top sur- Hp,=— f (yo— AK)e il2mmaIL] gy (8)
faces of slots and slats, respectively. L Jo

The fundamental analysis for finding the solution of the
scattered field has been developed by Rayl@ighe scat- and the integration of this type can be done easily in the
tered wavepg, respecting the surface periodicity, can beexplicit closed form. If the width of a slot does not exceed

FREQUENCY [Hz]

expressed with unknown coefficiernts, as half a wavelength, the modal behavior in thelirection can
o be disregarded.Then the entrance admittance of a skt
pe= 2 el (Xt md), ) can be expressed, for wave propagatiorz idirection, as
n=—co
where a,=ay+2n7/L and y,=[k?— a?]"? with Re{y,} _ Ag—i tankd 9
=0 and In{y,}=0. The boundary condition, by assuming the 17 1-iAg tankd’ ©

acoustic characteristics of the surfdgpéanez=0) to be rep-

resented by its specific acoustic admittargeis Numerical examples for the model af=0.4m and

9 W=0.85 m are illustrated in Fig. 7, in which the sound pres-
57 LPi+ Ps]+iAK[pi+ps]=0 on z=0. (3)  sure level at a pointx=0, z=0.2 m relative to the direct
sound is plotted with two parameters of the incident angle
Generally, the admittanc& depends on both the angle of ¢ and the slat widthw. The slot bottom is an absorp-
incidence¢ and the variablex. In the present case that is tive material of thickness 0.1 m and flow resistivity

given by 1x10* (mks—rayl/m). By preliminary investigation, it is
A A, :entrance admittance of a slot, @ Iolund t_rt1_at theTrﬁspoEsttra1 is almﬁstfir}lciepﬁndiﬂt ofrt1he horizon-
~ | A,:surface admittance of a slgt=0). al posttionx. though the resufts Tufly show the pnenomena
o 2 _ _ 4=0) of SDE, it should be noted that the response remains almost
Substituting Eq(2) into Eq. (3) yields unchanged whew=0. In evaluating the Fourier-type inte-
» grals[Egs. (7) and (8)], when the conditiorw=0 is intro-
2 Wyt Ak) 2™l = 5 — Ak, (5) duced, the integrant becomes constant. This means the domi-
n=—x

nance of 0-order in the Fourier integral. Then the solution of
Transforming this equation using Fourier expansions and réhe Simultaneous equations of E) can be obtained ap-
arranging the results with an infinite set of equations withProximately as¥ ,=(v,—AK)/(yo+Ak). Consequently, the

I . 0—A;
2 Gmn\I’nZHm, (6) ) ~ @ik sin §-x| q—ik cos -z cos 1 ik cos6-z
n=—o Pitps=e € +cos¢9+A1 '
where (10
Gmnzl JL(,yn_’_Ak)efi[Z(mfn)ﬂ'x/L] dx, @) It is also found that the surface represented by 9.is
L Jo so-called “locally reacting.”
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tance. This is free from the assumption of local reaction, and
is so called “extended reaction.” The terminology of “lo-
cal” and “extended” reaction is used here as is customarily
defined(see, for example, Ref. 11The fundamental mecha-
nism of the excess attenuation can be easily explained by
using Eq.(17) or Eq.(10). Let A=cos#, for example, which
means that the layer is an air of infinite thickness. Then there
d is only a direct sound. In the case A& 0, the sound pres-
sure at any point can be determined as an ordinary interfer-
ence phenomenon between a direct wave and a wave re-
flected from an infinite rigid plane. K has any other value,
a problem occurs: i.e., when the angleapproaches 90°,
whatever the valu&\ may be, the sound pressupeat an
arbitrary point nearly equals 0. In the case of the angle near
0°, it can be seen that the effect of attenuation decreases as
e receiver height increases. The existence of this type of
reflected waves having a cancellation effect of the direct
sound has been discussed by Cremer andlevti Ishida’*?
and Sakuraiet al1® In these investigations, however, any
theoretical explanation for the correspondence to the seat
rows is not given, and the locally reacting assumption is used
s the basis, as pointed out by Shultz and Wattérshould
be noted that the reflections having this cancellation effect
occur in reality without the assumption of the local reaction
of the material.

FIG. 8. Geometry of a wave reflection model.

B. Fundamental model of excess attenuation

Consider a sound field reflected by a structure compose
of an absorptive layer backed by a rigid floor, under an in-
cident plane wave at anglé as shown in Fig. 8. The re-
flected sound pressugg is given by

pr= Prei(aox+yoz)- (11

with an unknown amplitudé, . If the layer is treated as a
homogeneous and isotropic medium of wave propagatio
then the sound pressupeand the particle velocity, in the

z direction inside the layer can be expressed as

p=(P,e *+P_e¥)e™, (12 Numerical examples of Eq(17) are shown in Fig. 9
q (curves denoted by “EXTENDEDY, in comparison with the
V=5 (Poe” 92— Pp_gt%e™, (13)  experimental results, which are represented in relative SPL
Y

normalized by the direct sound. The absorptive layer is glass
where r=ik sin6, q=yy1+ (k sin /y)? with Re{g}=0, wool (80 kg/nt) 20 mm thick and the receiver height is 5 cm
Im {q}<0, andP_. denotes the amplitude associated with theabove the material, as shown in Fig.(40 The curves de-
propagating waves toward th&z direction, and are un- noted by “LOCAL,” which was calculated using Eq$9)
known quantities. In these expressignandZ are the propa- and(10), will be discussed in Sec. Il C. It is seen from these
gation constant and the characteristic impedance of the layefigures that both theory and experiment show clear dips due
respectively, which can be calculated by using the equatioto the cancellation effect with dependence on the angle of
of Delany and Bazley with the data of flow resistivity. The incidence. However, the theory does not show good agree-
boundary conditions at both sides of the layer are as followsment with the experiment at low frequencies below 1 kHz. It

would be expected that a discrepancy would be caused by

1 a(pi+
UZ|Z:O=_—M , (14  the difference in the incident wave front, which is a plane
lpw 9z z=0 wave in the theory and a spherical wave in the experiment.
_ To confirm this expectation, the sound field reflected from
Uz|z:—d_ov (15 . . .
the same locally reacting surface as used in Fig. 9 was cal-
[pPi+Prlz=0=Pls=0, (16) culated by using an approximate solution for a spherical

with p as the air density. Substitution of Eq41)—(13) into
these conditions yields the reflected sound prespuat an
arbitrary point &,z), which is

cosf—A ik cosf-z
cosf+A ’

17

p(X,Z) — eik sin 6-x e—ik cosf-z 4

where

pcq

A= 5z tanh(qd). (18

This quantity is the specific admittance of the boundary sur

face, and depends on the angle of incidefice
The expression of Eq17) is identical to Eq.(10), ex-

cept for the difference in a description of the surface admit<(i)
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wave incidencé®!® The results are shown in Fig. 11, in
which the behavior of experimental results at low frequen-
cies seems to be well expressed by this model. The general
characteristics, however, are the same as in the case of plane
wave incidence. The subsequent analysis used the model for
plane wave incidence, because of attractive simplicity with
clear perspective.

As can be seen in Eq1l7) and the calculated results of
Fig. 9, if the reflecting boundary is not perfectly rigid, the
phenomenon of excess attenuation can always occur. To con-
firm this finding, some experiments with similar conditions
were carried out for several different materials. The results
are shown in Fig. 12, where the materials used in the experi-
ments are as follows:

RIGID: nonabsorptive with plywood surface,

D. Takahashi: Seat dip effect 1330
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(a) 6=60°
10 | ]
0
-10 +
—— EXTENDED
-20 | Theory ___rocan o
. <Xy EXTENDED
Experiment _____ LOCAL mﬁ%
-30 1 1 L 1 1 1 ——T
20 T T T T T T T 3 5cm
(b) 6=80° : ’ . 3cm
10 | -
(b)
— 0
m
3
e FIG. 10. Geometry ofa) a surface of extended reaction, aftl a locally
“ 1ok reacting surface.
\ Theory — EXTENDED phenomena of e>_<ces_s attenuation oc_cur in reality. I_-|oweve_r,
-20 + \\ ; ——- LOCAL = as can be seen in Fig. 12, frequencies at the maximum dip
e Bxporiment % EXTENDED strongly depend on the difference in material at the slot-
PELTIERE e LOCAL bottom. This behavior seems to deviate from the substantial
‘22 ' ! : : ' : features of the SDE raised in the Introduction, and may be
' ! ' ' ! ' caused by a lack of vertical slats assumed as a simple model
{c) 6=85° of seat backs.
ok ] In this section the effect of seat backs on the SDE is
investigated both theoretically and experimentally. If the
& wavelength is longer than twice the row-to-row spacing of
0 the seats, the air-particle movement of the incident wave at
any angle of incidence is mainly restricted in the vertical
direction. This causes an invisible even surface of impedance
-10 |- . discontinuities at the seat tops, a so-called “locally reacting
surface.” The effect of seat backs can then be evaluated by
\ —— EXTENDED treating the medium below this surface as a layered material
-20 \ Theory _ __ LOCAT, i A N A
I~ AN 7] of local reaction, which is represented by Efj0) with Eq.
\ Experiment “%° EégigDED (9). The re;ults_ of this evaluation for the case of Fig(hl0
~30 | N . 1 ' . are shown in Fig. 9curves denoted by “LOCAL’ together
500 1k 2k 4k 8k 16k with the case of extended reaction, in comparison with the
FREQUENCY [Hz] experimental data, which were obtained by dividing the ma-

terial at 5-cm intervals using 5-mm-thick polystyrene boards.

. - . The difference between “extended model” and “local
FIG. 9. Attenuation characteristics caused by a sound absorptive layer del” i h icall h in Fig. 10. | b
(GW80-20 with a parameter of incident angke (a) 6=60°, (b) 6=80°, model” Is schematically shown in Fig. . It can be seen

and(c) §=85°. from the results in Fig. 9 that the presence of seat backs has
. ) the effect of making the dip more serious. Moreover, in com-
(i)~ FR-5: foam rubber 5 mm thick, . parison with Fig. 12, the seat backs may also have an effect
(iii)  GW80-12: glass wool (80 kg/fj 12 mm thick, of selective attenuation inherent in the SDE. To confirm
(iv)  GW80-20: glass wool (80 kg/n 20 mm thick, these findings, calculations for various bottom materials in
(v)  GW32-50: glass wool (32 kg/th 50 mm thick. the full scale model were carried out with the comparison

between “extended” and “local” reaction.
Some examples of the results are shown in Fig. 13, in
It has been shown in the previous section that, evenvhich the material of the bottom is an absorptive layer 0.1 m
without the complex unevenness of audience seating, thihick with a parameter of flow resistivitR (mks-rayl/m,

C. The effect of seat backs

1331 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997 D. Takahashi: Seat dip effect 1331
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(a)
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3 S
a o~
oy
w -10 | 4
+++++ RIGID
20 wren FR-5 N
-20 |- 6 =60° K GW80-12
8 =80° (X35 GW80-20
—aco | e GW32-50
-30 o 85[ =30 1 | 1 1 1 1
500  1kY 2k 4k 8k 16k 20 — T T T | T
FREQUENCY [Hz] (b)
0L _
FIG. 11. Attenuation characteristics for a spherical wave incidence. 1
- . 0 5
and the receiving height is 0.6 m from the bottom surface. Ir g \1 S
the “local” case, the height of the slatseat backsis 0.4 m. = 4 \
From this example and other extensive calculatignst 3 _i0L \\ 1
shown herg it can be seen that the seat backs have an an s i
plification effect of the excess attenuation and have an effec a—— RIG§D
of characterizing the frequency of primary dip, where the -20 e 2350—12 -
receiver height from the bottom is about one-quarter wave wwx1 GWBO-20
length. The latter feature means that the phenomena of se . . . L IGW32"5?
dip attenuation are affected considerably by the seat surfac ~30
. . 20 T T T T T T
(laps of human bodies for occupied casgther than the floor .
surface.
I1l. POSSIBILITY OF CONTROLLING THE SDE
As was discussed in the previous section, except in th
case of a perfectly rigid plane, when the reflecting surface |
has any acoustic properties the phenomena of the seat-d .
attenuation always occur for angles near grazing. From thi P s RIGID
fact, the SDE occurs even if perfectly rigid seats are arrange -20 | e FR-5 N
on the perfectly rigid floor. In this case, a surface with im- S a2
pedance discontinuities is formed at the seat tops owingt | e GW32-50
. . i . -30 I 1 L 1 1 |
the vertically restrained air-particle movement. 500 Ir " ™ o Ton

To reduce the attenuation effect, highly absorptive treat
ment of the floor was proposédHowever, this treatment
seems not to be an effective measure, because of a strongG 12, Attenuation characterist by var - ce treatments at
dependence of the SDE on the seat surface rather than tﬁn angle of T:C‘:ge'ﬁg (;1) i}f%g["s(i)c)s acjng, ar{ d‘gg”‘;isszljr. ace treatments a
floor surface, as discussed in Sec. Il C. For more details on
this point, the effect of absorption of the seat surface was
examined by assuming absorption-changeable seats or lagike absorptive treatment of seats and an audience as well as
The results calculated from Eg@) and (10) are shown in  the floor is not always a fundamental solution to the problem
Fig. 14@). The normal-incidence absorption characteristicsof the SDE.
of the material are shown in Fig. @) for reference. Al- As long as an auditorium includes an audience, the seat
though it can be seen that peaks and dips are suppresseddis attenuation is inevitable, and thorough improvement
the absorption increases in the corresponding frequencseems to be impossible. However, it may be expected that
range, an attenuation of abott20 dB in a rather wide fre- some measures for minimizing the effect will be found. The
guency range is observed in spite of relatively high absorpfindings given by this investigation into the fundamental
tive treatment, with absorption coefficient of about 0.8—1.0mechanism of the SDE will give an effective measure for

at frequencies near the maximum dip. This fact means thahis purpose.

FREQUENCY [Hz]
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FIG. 13. Effect of seat backs evaluated by using two mode{g)afxtended
and (b) local reaction, at9=85°, with a parameter of flow resistivitR
(mks-rayl/m.

FIG. 14. Effect of change in absorption of the seat surfé@eSDE char-
acteristics, andb) seat absorption, a#=85°. —, GW32-50; --, GW32-
100; ---; GW32-5 backed by an air layer of 500 mm.

IV. CONCLUSIONS vertical angle of incidence, which may be caused by two-
dimensional wave behavior in the seat rows. More rigorous

. 6 . _
small hall was carried out. From the results of this investi-éﬁ/i?r?:'gzgr;n:gﬁﬁultcat? E)s”i(rzw t;ggeprzigggeg 02)‘( ll_ngthe
gation, it was confirmed that the phenomenon of seat dip_ "’ » DY 9 ’ P

. . ause for the phenomenon, because of a lack of any explicit
attenuation always occurs even at rather late arriving sound! pheno on, ot any exp

The degree of attenuation decreases as the arriving sour‘"i%fl]alytlcal solutions for the models.

becomes later. In the present results, at least up to 16 nﬁie dFO;SC?QI::,U';th;: f?geﬁgnscom; F:ﬁ;;'g}'t%as d:/ve;?“ljdtehne-
(160 ms in full scale a maximum attenuation of about ' ' d y p

— 7 dB (relative to the case without septsas observed. %ﬁg;i:fo?t;ec;:::;nsj:; ceé(cell?sslgzltytge;egl\r/]vii 23; ttrr]]ee er‘g:
To clarify the fundamental mechanism of the seat dip b

effect, a simple analytical model for a sound field caused b eiver height above the surface. Accordingly, some value of

seat rows was derived from a wave scattering theory. In reln® admittance which can minimize the attenuation effect can

lation to this model, the reflected field from a layered bound-presumably be founc_i. The related parameters are the shape,
tructure, and material of the seat, seat arrangement on the

ary surface was analyzed by using a simple Wave-reflectioﬁoor floor shape and its material, and so on. Further inves
theory. This gives many clues about the fundamental mecha-~" ' P ' '

nism of the SDE. From this analytical result and its experi—gﬁ;tt'g?s r\iNm”;rpe dzeqvl\jiltrr? ?h?(/;?tei}cS:I 2l:]bjl(zc(gsf’ir?; dv(\elﬁlcl;eastrfze
mental verification, it became clear that when the reﬂectinge P y dip 9 ’

surface has any acoustic properties, except in the case of {;fect of horizontal angle of incidence, underpass transmis-

perfectly rigid plane, the excess attenuation inevitably oc>'o" and the effect on our auditory sense.

curs, and the SDE is mainly characterized by seat backs or " § . § §

; T. J. Shultz and B. G. Watters, “Propagation of sound across audience
the upper part of human .bOdIeS' seating,” J. Acoust. Soc. AnB6, 885—896(1964).
The presented analytical model does not, however, copeg v, sessler and J. E. West, “Sound transmission over theatre seats,” J.

with the phenomenon of primary dip-frequency shift with the Acoust. Soc. Am36, 1725-17321964.

Experimental investigation using #-scale model of a
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Propagation of transverse waves on piezoelectric plates
supporting single or double side metal strip gratings

S. Ballandras, J. B. Briot, E. Gavignet, and E. Bigler

Laboratoire de Physique et Melogie des Oscillateurs du C.N.R.S., AssazitUniversite de Franche-
ComfteBesanon, Institut des Microtechniques de Franche-Caon3® avenue de I'Observatoire
25044 Besancon Cedex, France

(Received 28 August 1996; accepted for publication 14 February)1997

A theoretical model of transverse waves propagating on piezoelectric plates of finite thickness under
metal strip gratings is proposed. Different mechanical and electrical boundary conditions are
considered and their influence on the propagation characteristics of the waves is emphasized. In all
the cases, the dispersion curve relating the angular frequency to the wave number exhibits more than
only one stopband as found in the usual analysis of surface transverse waves on semi-infinite
substrates. This model has been used to calculate the resonance frequencies of synchronous devices
on AT-cut and Z-cut quartz plates. These theoretical predictions are compared to experimental
results obtained using synchronous devices built onA28thick Z-cut plate of quartz and AT-cut

plate of quartz and operating at frequency range 80—150 MHz.19@7 Acoustical Society of
America.[S0001-496607)05308-3

PACS numbers: 43.20.Gp, 43.25.[3NN]

INTRODUCTION wave devices on thin plates of quaf&T-cut and Z-cut in
order to validate the proposed theoretical approach.

The excitation and propagation of surface transverse vari mbinations of boundar nditions have been
waves(STW) on semi-infinite piezoelectric substrates have, arious co ations ot boundary co ons have bee

been widely studie® to develop high frequency investigated to point out their influence on the physical prop-
resonator® and filters’® STW can be excited using classi- erties of transverse waves. These theoretical points are de-

cal interdigital transducers and are trapped near the surfad@iled in the first part of the paper.
by using a periodic grating composed either of metal strips A transmission line approach close to the one already
or grooves machined at the propagation surface. They cafieveloped for STW has also been implemented to predict
only propagate along particular crystal orientation like thethe resonance frequencies of the studied devices. The corre-
rotatedZ axis of singly rotated quartz substrates. sponding calculations are described in the following section.
Nevertheless, experimental and theoretical Wothas Finally, experiments have been performed on Z-cut
shown the usefulness of STW on AT-cut of quartz, presentplates and AT-cut plates of quartz. Measured resonance fre-
ing simultaneously a high velocity surface propagatidose  guencies are then compared to theoretically predicted ones,
to 5100 m/$ and a first order temperature compensationsmphasizing the good agreement between both results. As a

which are major characteristics for the design of high fre-.nqjysion, possible applications of these new transverse
guency resonators and filters. wave devices are discussed.
Contrary to Rayleigh waves which are very strongly at-

tenuated along the substrate thickness, STW penetrate deeply
into the substrate, with an exponential amplitude decay of
characteristic length equal to 35 acoustic wavelengtfis

2\, in the case of Rayleigh wav)e.sl-|owever, the analysis_ | THEORETICAL MODEL OF PROPAGATION
of the influence of the substrate thickness on STW properties

has not received significant interest. Audd al. have pro- A. Propagation equations

posed a theoretical approach for modelling the STW reso-

nances on corrugated isotropic plates of finite thickréss. present model. As in the case of STW on semi-infinite pi-

;—re]gl yseiglgse?/f;ﬁr,ezz:g:jt t?)l. dr:iv;ealssigepégﬁzs:gez ?slgllrlgri ezoelectric substrates, the mechanical and electrical parts of
ysIS, g P ?he wave are identically polarized according to the axis defi-

plates, but none of these studies has provided quantitative

results for the design of STW devices on crystal plates oftition of Fig. 1..The propagation directiary corresponds to
finite thickness. the rotatedZ axis of the plate. The only honzero component

The study presented in this paper is devoted to deveIopr the mechanical fieldi; and the electrical potentiap are
ing a theoretical model of transverse wave propagation o@Ssumed to depend also ap. Since the wave is supposed
piezoelectric plate of finite thickness, trapped by periodicto propagate under an infinite periodic grating alangin-
gratings on one or both sides of the plate. This work waslucing periodic boundary conditions,a Bloch—Floquet ex-
motivated by the improvement of our previous STW pansion will be used to express both mechanical displace-
model* but also by the possibilities to fabricate transversement and electrical potential as follows:

A purely transverse propagation is considered in the
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Metal strips grating

a Y
[ a;=X

Z Piezoelectric substrate

FIG. 1. The STW on piezoelectric plates of finite thickness: axis definition.

+ o
UF( 2 AneanaZej(27rna3/A))ej,80a3ejwt,
n=-—w

oY)

+ o
¢: ( 2 Bne— anaZE—j(Zﬂ'na3 /A)) e_jﬂoa3ej wt,

n=—ow

where B, is the wavenumber of the zeroth mode ahdhe
grating period. An equivalent wavenumbgy, is generally
defined* for the nth mode as follows:

Bn=PBot2mn/A, n=0,x1,%2,.... (2

In Egs. (1), A, andB,, are respectively the mechanical

and electrical amplitude of theth mode, «,, is representa-

tive of the wave distribution along the thickness of the sub
strate @,) andw is the angular frequency. Since the grating

is also assumed infinite alorag , u; and¢ do not depend on
this variable.

As in the usual cases of wave propagation in piezoele
tric materials, the present model requires the acoustic propg
gation equation together with Poisson’s condition expresse
for an insulating medium. Considering the wave polarization
of Egs. (1) yields the following expressions of the propaga-

tion equation and Poisson’s condition :

d?uy c &2u1+2C &u, e d%uy
Po qiz ~ 55(9a32 56(9a2 Jag 66(9a22
P PP PP
+ex—>+(este +e , 3
35 a2 (ess 25)%12 ay | ©%65a,2 )
(92u1+ e d%uy . d%u, P
€35— t(eggt e e -
35(98.32 (€36 25’&a2 Jas 2eaa22 833¢9a32
) )
=0, 4

—2¢ —& =
23(932 das 22(9322

whereC,; ande;; represent the elastic and piezoelectric con-

stants in contracted indexes;; the dielectric coefficients,
andp, the mass density of the substrate. Consideg@nd

C_

a

a
a, = ¢+ h f(a3)
V‘+
h
A
0 a3
3 S+A
- —W—}— ............................................
Xk ¢+ . Ve
v a = -e - k g(as)

FIG. 2. Double side grating device built on piezoelectric plate, definition of
the normal vectors pointing outward the metal strips.

ap(Cege 2o €5) + 2] BN(Cooe 25+ Crg 2 €26 €367 €25))
— (e 2Cost £38C o6 48 28C 56— 822 Pow?! BF)
+ (€36 €25)° + 2€56835)
— n2) B(Csee 33+ Csse 23— 824 pow?! B2)
+€35(€36 €25))

+ B(Csse a3t €55~ £33( pow?! B7)) = 0. (5

As a consequence, four values ®f have to be considered
for each mode. In the case of semi-infinite substrate, only

two of these values correspond to a physically realistic solu-
tion of a wave decreasing alorg (real part ofa, negative.

In the present case, physical considerations cannot be in-
voked to suppress any value @f , and wave components of
Egs.(1) are then composed of four partial waves written as
O1')Ilows:

+o

u;= >

n=—ow

4

2 Anre7 anraz) efiﬁnaSej w’[,
r=1

B 6)
o= >

4
2 B, e nr2 e 1Bnaggiot.
n=—o \r=1

Considering now Poisson’s conditigd) together with Egs.
(6) allows us to relate mechanical and electrical amplitudes
as follows:

Bnr=DnrAns

2 2

—e350n+ ] (€36 €25) anBnt €260y,
2 : 2
—&33Bnt 2] €230 Bt €200y,

This relation allows us to reduce the number of independent

unknowns for each mode. These unknowns are now deter-
mined using boundary conditions.

with D= @

B. Mechanical boundary conditions

We consider first the case of a double side grating de-
vice as shown in Fig. 2. The case of single side grating

w as varying parameters of the problem and inserting Eqsevice(Fig. 3) represents only a simplification of this more

(1) in Egs.(3) and(4) provide a compatibility condition be-

complete one, as it is shown further. For more generality, the

tween these equations. This condition is written as a fourthop and bottom strip profiles are assumed different, with re-

order polynomial ina,,:
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& ui(—eaz)=ui(—eas), Ti(—eas)=T(—eay), (10

a
o %= +hia) ui(e,az)=us(e,as), Ti€az)=Tixe,a3).
In Egs. (10), the mechanical displacements in the plate are
obtained from Eq(6) and the stress compon€ny, is given
by the piezoelectric Hooke's law combined with the me-
chanical displacement and the electrical potential of (Bg.

+ o0 4

Tiaz,a3)=— > > [(Cesnr+Cs6Bn) + (€260,

n=—o r=1

-e PRI

+jeSGBn)Anre_ anraz]e—JBnasej wt- (11)
FIG. 3. Single side grating device. The bottom surface may be considered . , .
electrically shorted or open. The expression of 1, is now derived from Egs(8) and (9).

Considering that the strip height is much smaller than the

grating periodA allows a Taylor—Maclaurin expansion of
only gratings of identical spatial period are considered ine stress condition of E¢8). When limited to the first order
order to respect the validity of the Bloch—Floquet expansiorhbng the strip height or k, this expansion directly provides

of Eqg. (). a simple expression oF,,(e,as) and T,(—e,a3):
However, the model takes into account a possible ghift P P 12€23) 12 3)

between the origins of both gratingsf. Fig. 2. The me- ) 3 T (e az)
chanical boundary conditions are then established in two  112(€:@3)=—h{ f(as) F
steps. The first step consists in expressing a stress free con-

dition at the outer surface of the strips. Assuming that the df(as) _,
. ) : ———Ti4ea3) .
strip profile can be expressed as a function of the propaga- dag
tion axisag,'° this stress free condition is written as follows , (12)
for the top and bottom side strips: , B dT1(—e,a3)
Tid —e.ag)=k| glag)————
2
dg(asz)
P+ _ !
Tjjv'; =0 along a,=e+h-f(as), ® —T%TB(—e,ag,) .
Ti'j »'7=0 along a,= —e—k-g(as). A correct expression of the derivatives alomgof Egs.(12)

requires an analytical formula of; . Considering the conti-

nuity relations(10), this analytical formula is written as fol-
In Egs.(8), e represents the half-thickness of the piezoelecbwg. (10 y

tric plate, andf(az) andg(a;) are respectively the profile
functions of top and bottom side strips. The propagation _ ,
characteristics and mechanical properties relative to the strip U1 = Zm Gp(ay)e 1hnselet,
are primed.T, is the dynamical stress tensmj,+ andv;~ A

+ oo

are the normal vectors pointing respectively outwards of the 2
top and bottom side strip surfaces as shown in Fig. 2. Ac- with G,Q(e)zz A e 4
cording to Ref. 14 the component ojf+ and vj' ~ are written r=1
as follows: 2
and G,Q(—e)zz1 A, et ane, (13
/+_0 /7_0 r+_1 r*__l . . .
V=Y v =Y vo=4, vo=74 9) The functionG/(a,) of Eq. (13) provides the behavior

of u; alonga, and is determined using the propagation equa-
tion for an isotropic medium. However, the complete deter-
. df(as) .- d9(as) mination of G/(a,) is not necessary since this propagation

VaT o d(az) ' Ve d(ag) equation provides a substitution expressiond®f/da, as
proposed below:

!

The second step of the development of the mechanical JT., T} IT.s
boundary conditions consists in establishing continuity rela- o —(p'wzui-i- E) with Tiz= cg5ﬁ, (14
tions at the interface between the metal strip and the piezo- 2 3 3
electric medium. These relations which concern the mewherep’ is the mass density of the metal of the strip &id
chanical displacements and the nonzero normal strests shear elastic constant. According to E(q€), (11), (12),
components are written on the top and bottom surfaces of thel3), and(14), the mechanical boundary conditions are given

piezoelectric plate: by the following expressions:
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=—h D,

n=-—oo

(p' w?—CigBh)f(as)

i daf(az) _
_Jcéﬁn—B Anreanre) eflﬁna3,
Jas

(19

+ o0 4
2 ( Zl [Cenrt]Cs6B8n+ Dnr(€26an,

n=—o

+j€26Bn) | Anre " “roe1Fns

+ oo
=+k >,

n=—w

4

)y

2, | (p'w*=CigBg(as)

) dg(as)
— ‘ ! —_—
J&55n dag

A,et “nre) e iBnag,

Solving Egs.(15) requires the elimination of their depen-
dence alon@g;. This can be performed by integrating these
equations over one periotl alongas, since the gratings are

C. Electrical boundary conditions

The rigorous development of electrical boundary condi-
tions of a surface wave device based on interdigital transduc-
ers and metal strip gratings may require complicated models,
particularly for the calculation of the electrical charge distri-
bution at the interface between the metal and the substrate.
However, for weakly coupled piezoelectric substrates like
quartz, simple approximations can be applied without strong
losses of accuracy. More, it was shown in the case of STW
on quart?® that such an approach provides significant im-
provement in the prediction of resonance frequencies com-
pared to a nonpiezoelectric analysis and experimental results.

These approximations correspond to the two following
academic problems. The first consists in considering a propa-
gation surface covered with a metal layer of negligible mass
and electrically shorted. The metal strip grating is assumed
to be deposited on thigdeally thin but perfectly conductiye
metal layer. The second simplified case taken into consider-
ation is based on a propagation surface free of metallization
but supporting hypothetic dielectric strip grating of the same
mechanical properties as practically used for real metal
strips. Both approaches only take into account the mass load-
ing effect due to the grating. However, they allow us to in-
troduce piezoelectricity in the propagation equations and

assumed infinite along this direction. However, it is relevanlb_oumIary conditions in order to provide better results than a

to take advantage of the orthogonal properties of the differ=

ent modes as proposed by Adid.

Thus, each part of Eq15) is multiplied bye ™44 and
the integration alonga; over one periodA is then per-
formed. This procedure is equivalent to simplify E¢kb) by
suppressing on each side the tezni#0% and performing an

orthogonal projection of the resulting equations over the

function basee ™14 |t provides the following expres-

sions of the mechanical boundary conditions:

+o 4 r A
2 2 | Kanrt 3 8ng(Fart DuiZn) |67 “°A, =0,
n=—o r=1 |
g=0,£1,*2,..., (16
< : A +a, €
anr_F‘an(Fnr_FDannr) e Anr=0,
n=—o r=1|

with
anr: (p’ w?— Césﬁnlgq)l ng»
anr: (p’ w?— Césﬁnﬂq)\]nqa

Frr=CesnrtiCseBn, Znr==€6anr+j€368n,

AR ,
|nq:f f(ag)e 1P~ Pa%dag,
A2

A2+ 5 ,
\]nq:f g(ag)e P~ Fa%adag,
5= AL

simple nonpiezoelectric mechanical model in regard with ex-
periments. This approach also provides simpler expressions
(very easy to compujethan a complete electrical model
does.

In the case of a grounded propagation surface, the elec-
trical boundary conditions are written:

4
21 DyAqe “*=0 along a,= +e,
r=

q=0,=1,+2,... , (17)

4
> DgAge@®=0 alonga,=—e.
r=1

In the case of a dielectric strip grating, the continuity of the
electrical potential and the normal component of the electri-
cal displacement vector must be established:

D5-D%=0
¢ — =0 along a,=*e, (18)
¢$"=0 along a,=*m,

where the superscriptsandv denote respectively the sub-
strate and the vacuum. Conditiof8) require the calcula-
tion of the potential distribution in vacuum. This distribution
is derived from Poisson’s condition in vacuum:

(92 ¢v (92 ¢U

. 1
ga5  das 0 (19

where § represents the shift between the two grating origins,The dependence ab’ alonga; is given by the continuity
conforming to Fig. 2. In the case of a single side gratingrelations(18) which also provides the amplitude of the po-

structure, the boundary conditioi6) can be directly used
by settingL 4, equal to zero.
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tential in vacuum. As for mechanical displacements in the
strip, the dependence @ alonga, must be determined. In
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this matter, the following form off” is considered:
+ o0

P’ = nz Gﬁ(az)e_jﬁnaBijt,

4
with GY(+e)= >, DA, e e, (20)
r=1
From (19) and(20), the expression dB;(a,) is derived
as follows:

Gl(ay)=A,efr?2+ B e Pndz, (21

The constant#\, andB,, are then determined using both Eqg.
(20) and the condition of potential vanishing &tor — in-
finity. Finally, the expression of the potential in vacuum is
given as follows:
4

p

> DpApe e
1

+ oo

¢v:n:2:>c

) e ‘ﬂnl(azfe)e*jﬁna'&ej ot

along a, greater than or equal te,
ga; ¢ q 22)

+ oo

= >

n=-—o

4

2

2 Dm_,Am_eJr anre) elﬁnl(a2+e)e*j3na3ej ot
1

along a, lower than or equal to—e.

viously developed equations. However, the possibility to ex-
tend the number of modes taken into account for computing
has been integrated in the computer programs.

The last point to consider is the metal strip profile func-
tions f(ag) and g(az) which must be defined to perform
integrals |4 and J,q of Eq. (16). Generally, technologies
used to machine the metal strip gratings of acoustic wave
devices do not allow a precise control of the shape of the
strips. Moreover, this shape is very difficult to measure and
may vary from one device to another. Nevertheless, many
works have showi?>®%5that a rectangular profile function
can be efficiently used to provide accurate predictions of the
wave properties and characteristics. This kind of function has
been chosen to solve the integrals of ELp). It is based on
a combination of heaviside functiohs$ as follows:

rA rA
f(ag):H ag+7 - 337 ,
(24)
rbA rbA
9(as)=H|as+ =~ 58| ~H|as— -~

with 0<ry,rp<l.

In Egs.(24), r; andr, represent, respectively, the metalliza-
tion ratio on the top and bottom sides of the plate. In the very

As a consequence, the continuity of the electrical displaceclassical case of a metallization ratig,= 3, the integrald

ment normal to the plate is now written under its final form:
4

'Zl [a’qre26+jqu36qu(822a'qr+ j 823Bq_ |Bq|80)]

XAqr€” “ar®=0 along a,=+e,

(23
4
21 [aqre26+jﬁqe?,6_ qu(322aqr+ j 823Bq+ |ﬂq|80)]

XAge*a®=0 along a,=—e.

The electrical boundary conditions may also result of a mix-
ing of conditions(17) and (23). For example, a single side

grating device can be considered as grounded on its top suf

andJ, take the following values:
_A T
=5sin 5 Z(n=a) 7 (n—a),

= ej(ﬁn_ﬁq)5| ng

Ing

and (25

JIng 0<5<A.

For practical computations, it was necessary to fix all the
variable parameters of the model. The simplest configuration
consisting in settingh=k, f(ag)=g(as), r{=r,=3 and
6=0 have been chosen first. Singly rotated quartz plates
have been considered as propagation substrate. Cut afigles
d 6 are defined according IEEE 49 Stand&t@he elastic,

face, and free of metallization on its bottom side. It is thenPi€Zoelectric, and dielectric coefficients of quartz were given

relevant to use Eq.17) alonga,= +e and Eqgs.(23) along
a,= —e.

D. Numerical results

by Slobodnik!” The period of the gratinga and strip height

h have been respectively set to 20n and 1500 A and the
thickness of the quartz plate was varied from 130 to 450
to check its influence on the wave properties. The metal of
the strip was aluminum with a mass density set to 2695 kg m

The proposed model has been written in order to respect® and a shear elastic constabtss equal to 25 GPa. Calcu-

the Bloch—Floquet theorem which requires infinite sums oflations

were performed for both AT-cut 6(

modes for mechanical displacements and electrical potentials 36°) and Z-cut @ close to 90°) of quartz corresponding to

(since the gratings have been assumed infinite akaf)g

plates available on the market. An algorithm very close to

However, it is quite obvious that this rigorous approach isthe one used for classical STW was uséd.

not adapted to effective computing operations. As a conse-

Three kinds of boundary conditions have been tested to

guence, truncating these sums is required to implement theompare respective properties of each configuration. These
model using computer programs. In the case of STW propaproperties are mainly illustrated by the dispersion relation
gating on semi-infinite substrate under a metal strip of heightvhich relatesB, to w. Figure 4 shows this dispersion rela-

much smaller than the grating period, a coupled mode
approach?814is sufficient to correctly predict the proper-

ties of the wavegwhen compared to experimental measure-
ments. This approach has then been applied in the present

analysis, retaining only modes=—1 andn=0 in the pre-

1339 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997

tion in the case of an AT-cut plate of quartz supporting a
double side grating structure, for different values of thick-
ness 2.

The most significant result emphasized by the curves of
Fig. 4 is the multiplicity of frequency stopbands, correspond-
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FIG. 4. Dispersion relationémaginary par betweenw and g, for double side grating device on AT cut of quartz for different values of the plate thickness
2e. (a) 2e=130 um, (b) 2 e=140 um, (c) 2 e=150 um.

ing to a nonzero imaginary part of the propagation coeffi-resonances are expected for a given design. This point is
cient B, . The first stopband is the same as the one found fodeveloped in the following section of this paper.

STW on semi-infinite substratéeal part of 8, equal to The comparison between the three curves of Fig. 4 in-
7IA). However, after this first stopbang@, becomes again dicates that the number of frequency stopbands is strongly
purely real. This signifies that waves can propagate at higheelated to the thickness of the substrate. The number of pre-
frequencies without being reflected by the strips of the gratdicted stopbands increases together with the thickness of the
ings. SinceBy is purely real outside the stopbands, multiple plate. A slight shift of the frequency stopbands can also be
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FIG. 5. Dispersion relation@maginary parnt compared for different boundary conditions, case of on AT cut quartz plate of thickeed12 ».m. (a) Double
side grating device(b) single side grating device, bottom side electrically grounded,(ensingle side grating device, bottom side electrically open.

noted when comparing the three dispersion curves. An extalonga, andas) can be trapped due to the presence of the
planation can be proposed by comparing this phenomenon wratings, even for high order plate modes, as shown in Fig. 4.
the excitation of plate modes propagating on singly rotated Figure 5 shows a comparison of dispersion curves cal-
quartz plates®-2° Such a comparison also allows us to ex- culated for different boundary conditions on an AT-cut plate
plain the multiple frequency stopbands of Fig. 4. In the clas-of quartz of thickness 14@m. The curvea) corresponds to
sical plate mode propagation, the component aloni pro-  the previous case of a double side grating structure, both of
gressive but the one aloray is trapped between both sides the sides being electrically grounded, while curgbsand

of the plates. In the present case, both parts of the wavé&) correspond to a single side grating device with the non-
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mechanically loaded side respectively electrically groundec Metal strip
[Eq. (17)] and free[Eq. (23)]. u’ \ \
This comparison emphasizes two important properties o — —

the corresponding devices. First, it can be noted that th i E
value of the imaginary part of the propagation coefficigpt i i
calculated for the double side grating structure is twice a: i i

high as the one for the single side design for some of the

modes. This indicates that the corresponding waves are mo

rapidly attenuated along; in double side grating structures . !
than in single sided ones when operating in frequency stog a0 ad L L

bands. The second point concerns the control of the numbe ’ ’ ’

. S.tODbands using appropriate boundary copdmons. ComIEIG. 6. Representation of a metal strip grating by a transfer matrix, defini-
parison of Fig. §b) and(c) shows that grounding the nNon- ijon of the wave orientations.

mechanically loaded side induces the vanishing of some

stopbands. The same results and conclusions can be found

considering a Z-cut plate of quartz. However, they have to be It is now necessary to express the second Floguet's
confirmed experimentally. In this approach, the proposednode to provide a complete description of the incident and
model must be completed to provide information easily com €flected waves of Fig. 6. This is obtained by changing the

-
)

— Ujp

parable to those obtained using a network analyzer. propagation coefficieng, to /A — B,.%* It is then possible
to establish relations between the propagation characteristics
Il. RESONANCE FREQUENCY CALCULATION for each mode, as shown in the Appendix. For more clarity,

. . o . the first and second mode parameters are distinguished using
In this section, a transmission line model is proposed t%uperscriptst andnd. Considering now thag, can be re-

calculate the resonance frequency of synchronous gratinlglaced byw/A + 58 (where Re ) is always smaller than

8,15 Thi ] ' >
resonator§:®1° This approach has been successfully devel 7/ A) allows us to separate the mechanical displaceragnt

oped to predict the resonance frequency of three cavity STW 4t 1 of the grating of Fig. 6 in direct and reverse wave
resonators and is easily transposable to the present prob-

i _ - MY components as follows:
lem. A transfer matrix has to be defined first for any periodic i ¢ 2
grating. The com_bination. of transfer matriqeg then provides uh=S IS Astg-it@n+mia-opy
resonance conditions which have to be satisfied by the wave ~11 &, | & """
propagating in the structure. These two steps are detailed in
the following paragraphs.

4
+ 2 Aﬂ?e—j((2n+ 1)(77/A)—5B)d] '
=1
' . (26)
21 Aﬁtre—j((2n+1)(7r/A)+5B)d

A. Transfer matrix -1

The approach proposed here consists in determining a “ll:n;w
set of coefficients relating incident and reflected waves on .
each side of a penodlc_gratmg, as shown in Fig. 6. Incident N z And j((2n+l)(1-r/A)5B)d]
waves are notedu;,u;,) and reflected waves are noted “ nr€ .
(ug;,U;,), according to the wave orientations defined in Fig.
6. The origin of the grating is assumed at any distatiad  The expressions ai;, anduy, are given by replacingl by
the one used to calculate the wave propertec. ) and its  d+L in Eq.(26). A first matrix relation can be deduced from
length isL. Each wave is composed of direct and reverseEd. (26) by settingAS:=x5tAS' and ANd=xD¢AL:
progressive waves corresponding respectively to the first and "

st
second Floquet's mode, both solutions of the problem de- k! Ao
tailed in Sec. I. To simplify the equations, each mechanical up, =[P(d)] A
displacementi; is expressed along,=0 (vanishing of the
dependence along,). This assumption limits the relevance ul, Agt

of the proposed approach to single side grating and sym- =[P(d+L)] AR

metrical (6=0) double side grating devices. For more com- Usp
plicated structures, the dependence of the wave agritas
to be taken into account. where

4+ 4 +o 4
S Xﬁtre—j((2n+1)(7r/A)+5,B)a32 D xﬂ?e‘j((2”+1)(”//‘)‘5ﬁ)a3
n=0r=1 n=0r=1
[Pag)]=| 1 4 -1 4 : (27)
Xﬁtre—j((znﬂ)(w/mwﬁ)asE D xNdgi(2n+ D(w/A) - 5B)ag
n=—or=1 n=o r=1
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FIG. 7. Synchronous device composed of two grating structures of respec-
tive lengthL, L' (distance from the origin respectively equaldandd’).

) ) ) ) FIG. 8. Photograph of an experimental device placed in a metal box for
The expression of the transfer matrix M is then directly pro-electrical measurements.

vided by the following combination of matri¥(d) and
P(d+L):
_ one side of these plates, the other was left unloaded and
M=[P(d)][P(d+L)]"". (28) ungrounded. One of the tested devices is shown in Fig. 8.
This transfer matrix can be used to combine different grat- ~ The width of the aluminum strips was %0m and their
ings and to develop resonance conditions, as explained ipeight was 150 nm. Each interdigital transducer was com-

Ref. 15 in the case of asynchronous three-cavity devices. Posed of fifty pairs of strips.
The transmission response of the central resonator struc-

- ture has been measured using a network analyzer in the fre-
B. Resonance condition quency range 80—150 MHz for Z-cut devices, and 120—-170
In the present study, we focused our interest on the casdHz for AT-cut devices. Resonance frequencies are mea-
of synchronous devices. These devices can be modelled iHgred at a maximum of amplitude corresponding to a zero of
combining two gratings of the same peridd as shown in  phase. An example of electrical response is plotted in Fig. 9
Fig. 7. The interdigital transducers are taken into account ih the case of an AT-cut plate. Insertion losses better than
each grating, but only their acoustical contribution is consid-—10 dB and Q factor in excess of 25000 have been mea-
ered. The only waves assumed to propagate in the structuféired at frequency close to 130 MHz. Comparison between
are those excited by these transducers. Since no waves drgasured frequencies and a theoretically predicted one is
entering the structure from the outside, the problem will bePresented in Table |, emphasizing the very good agreement
simplified by settingufl and uy, to zero. This provides a of both results for the AT-cut plate device. However, slight
relation betweeni;, anduy,, and also between;, andu,;,  discrepancies can be pointed out between theory and experi-

written as follows: ments in the case of the Z-cut device. Since transverse waves
N propagating along the surface of this device present a polar-
¥ _ - +_ Uis ization very close to thickness shear bulk waves in a Y-cut of
Upp=Iwmolpp,  Ugz= (29

ys’ quartz, they should also exhibit a larger piezoelectric cou-

wherely,, andTl',5 are the reflection coefficients at ports 2

and 3 of the structure of Fig. 7. Since port 2 and port 3 are

directly connected togethau;, andu;; are equal, as ane;, 2 A -
and u;3. The resonance condition is then easily deduced Phase - 4 160
from Eq. (29):

FMZ'FM3:l' (30) I

35 b

25 1

The resonance condition of E(O) is used to determine the
angular frequency» which appeared as a varying parameter
in Sec. |. This calculation can be applied for all the modes
propagating in the plate, corresponding to the different fre-
guency stopbands previously emphasized. Theoretical result |
are compared to experimental data in the following section.

40 F

Magnitude (dB}
Phase (deg)

45 b

55 L

i

IIl. EXPERIMENTAL RESULTS ) 130

L
140 150 180 170
Frequency (MHz)

Experlmental tests have been performed on a Z-cut pla'[EIG. 9. Electrical response of an AT-cut place resonator-like deyitze

and an AT-cut pllate of quartz, of thickness 1281. Syn-  ihickness 12am, strip width and height respectively equal to At and
chronous delay lines and resonators have been patterned 080 nm.
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TABLE |. Comparison between experimentally measured and theoretically -

calculated resonance frequencies for single side grating devices built on AT gd:_ — ,BSI, (A1)
cut and Z cut plates of quartd28 um thick, grating’s period 2Q.m, strip A

height 150 nm

which provides, considering E@2), the following relation
Resonance frequency Resonance frequency

on Z cut plate of quartz on AT cut plate of for a given moden:
in (MHz) quartz(in MHz)
Number
X X nd_ _ pst . A2)

of mode Theory Experiment Theory Experiment n B—(n+ 1) (

1st 90.6 90.4 127.20 127.0 ) ot nd - . .

2nd 91.6 92.2 1285 128.5 the relation betweem,, and «,, is provided by analyzing

3rd 94.3 130.0 130.0 the solutions of Eq(5). This equation can be written under

4th 98.9 97.8 132.4 132.5 the general following form:

5th 105.4 106.4 138.8 140.01

6th 113.6 117.2 143.1 144.0

apt adBnPat adBiPyt anfiP+ BiPo=0,  (A3)

pling than those on an AT-cut device by analogy with con-where P, . .., are considered as constant complex coeffi-
ventional BAWZ In this case, the simplified electrical cients. For a given value @,= 85!, Eq.(A3) provides four
boundary conditions of Sec. Il may be no longer Va"d-valueSaﬁtr. Replacing, by 8% in (A3) and considering

However, even the largest piezoelectric coupling on quartzq, (A2) yield the following form of Eq.(A3):
appears very weak when compared to highly coupled mate-

rials like LiNbG; or LiTaO;. Deriving an accurate model of 44 nd3 st nd2 st
transverse plate modes on these substrates would require®a ~ “n Bn+1)Pst anB(nin)P2

complete re-write of ri_gorou_s electrical boundary condit_ions. - azdﬂit?n+1)Pl+ Bgt(n+1)pozo. (A4)
It should be emphasized finally that the above mentioned

discrepancies between our model and experiments do not
exceed 3% of the corresponding frequefeyprst case of the
sixth mode which is a satisfying result.

Changing the sign of the odd powers @f in Eq. (A3)
induces a change of the sign of the four complex solutions
an, . As a consequence, the four solutio:mﬁ’ of Eq. (A4)
can be related to the first Floquet's modg, using the fol-
lowing relation:

A theoretical analysis of transverse waves propagating
on piezoelectric plates of finite thickness supporting single or ~ nd_ _ st . (A5)
double side periodic grating has been proposed. It gives ac- " ~(n+Dyr

cess to the physical characteristics of the wavelike mechani- i
cal and electrical amplitudes, dispersion relation and so orfFduations(A2) ansd (AS) can now be used to express the

Rigorous mechanical boundary conditions and simplified€/ation betweeDy; andDyf of which the basic expression
electrical boundary conditions have been used to comput§ 9iven by Ea.(7):
the problem. This approach can be justified by the fact that
all computations have been performed for quartz, which is a Dﬂ?z Ds,t(nﬂ)r. (AB)
weakly coupled piezoelectric material allowing this kind of
assumption. For strongly coupled materials like lithium tet-jt js now necessary to compare boundary conditions of both
raborate or GaPQ) more rigorous electrical boundary con- the first and second Floguet's mode to establish relations
ditions must be considered. between mechanical amplituda§: and A7’

However, comparison with experimental devices built  Ejectrical boundary conditions of Eq17) are written

ciency and the accuracy of the proposed model. Further eXAB):

periments are now required to confirm some theoretical re-

sults concerning electrical boundary conditions or the 4

influenge of the plate thickness. Double side grat?ng devic«i DSt o An(riefasj(qul)re:O along a,= +e,
properties also have to be checked. Other properties of thege1 (@+r'q

devices will be theoretically and experimentally investigated,

particularly the gravimetric sensitivity of single side grating q=0,£1,%2,..., (A7)
devices which could be applied for sensing applications.

IV. CONCLUSION

4
APPENDIX: RELATIONS BETWEEN FIRST AND o st o B
SECOND FLOQUET'S MODE 21 DZ(g+1)rAqre®-@ru®=0  alonga,=—e.

As defined in Sec. Il A, the relation betwegg}' and
Bgd (first and second Floquet's mode wave numpersvrit- Identically, Eqgs.(23) are given as follows for the second
ten as follows: Floquet's mode:
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The elastodynamic response of a semi-infinite anisotropic solid
to sudden surface loading

A. G. Every, K. Y. Kim,® and A. A. Maznev”
University of the Witwatersrand, PO WITS 2050, South Africa
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Integral expressions are derived for the displacement response tensor of a semi-infinite anisotropic
elastic continuum of unrestricted symmetry to a concentrated force suddenly applied to its surface.
The surface response is reduced to a one-dimensional integral for numerical evaluation, while the
interior response is left as a two-dimensional integral. Calculated surface response functions for
Cu(001) are presented. These display multiple Rayleigh wave arrival singularities as well as bulk
wave arrivals. Calculated interior response functions fqoB201) are presented. These display bulk

and head wave arrivals. In followup papers these methods will be used in the interpretation of
capillary fracture generated waveforms measured in a number of different materials99®
Acoustical Society of AmericfS0001-496€27)06208-5

PACS numbers: 43.20.GANN]

INTRODUCTION intricate deformation of the integration contour to analyti-

There is growing interest in the dynamic response func_c:ally perform one of the integrations in the inverse transfor-

tions (Green’s functionsof elastically anisotropic Solidk14 mation. These celebrated solutions are to be found in a num-

Part of the reason for this is the need for simple and e1‘ficienPetr 0; t()jotﬁkscon th dyr;re]m:jlc;s Ofl S(I)“ta%fh Burridge ¢
computational algorithms for use in interpreting waveform &Xtended the L.agniard method to caiculate the response of an

data emanating from laser ultrasound experim&ité anisotropic half space to an impulsive line load at the sur-
transmission and reflection acoustic microsc&by? and’ face, and similar results have been obtained through direct

various other transient wave experimefitd For some pur- Integration by Maznev and Eve?y The Cagniard-de Hoop

poses it is sufficient to trace the progress of wave arrival@?t_hgg_has been extensively reviewed by van der_H|]°'€1en.
through the medium, making use of the ray Willis®<in a seminal paper obtained the formal solutions to a

approximatiort>=%7 In some cases detailed transmissionWide class of self similar problems for the anisotropic half-

waveforms measured in samples of finite geometry can bePace using Fourier and radon transforms, and this method

reasonably well accounted for with response functions calcu?@s been further developed by Wang and AchenBach.

lated for the infinite continuurhSurfaces do, however, have Paytori” has treated a number of problems for transversely
a modifying effect on transmission waveforms, and this genJsotroplc half-spaceg that admit closed—form solutions. Re-
erally becomes more pronounced as the sensing point &€ntly Mouradetal” have used the Cagniard-de Hoop
moved away from epicenter and head waves come intghethod to calculate the interior response of anisotropic half
prominencé® When the displacement is measured on theSPaces of hexagonal and cubic symmetry to point loading.
same surface as the applied force, the surface plays a detdibeir method reduces ultimately to a single angular integral
mining role in the response, which tends to be dominated b hich has to be done numerically. Another approach that has
one or more Rayleigh wave or pseudo-surface-wave arrivaldeen taken recently in calculating response functions of an-
This paper is the first in a three part series in which welsotropic half spaces is integral representation in terms of a
show that surface and also to a large extent transmissiofi function by Tewary and Fortunkg:**
waveforms, generated by a transient force acting on the sur- In this paper we establish methods for calculating the
face of an elastically anisotropic solid, conform well to dy- dynamic response at surface and interior points of a semi-
namic response functions calculated for the Semi_infiniténﬁnite anisotropic elastic continuum of unrestricted symme-
continuum. Reverberation effects arising from reflectionsiry to @ point load suddenly applied at the surface. Our ap-
from the opposite faces and sidewalls lie outside the scope d¢foach is to Fourier transform the equations of motion and
the present series of articles. boundary conditions with respect to time and the spatial co-
The problem of the displacement response of an elastirdinates parallel to the surface, solve the resulting algebraic
half-space to a point or line load suddenly applied at theequations, and then carry out the inverse transformation. The
surface has received wide attention over the years, since firstirface response is reduced to a one-dimensional integral for
being posed by Lam#’ Analytical solutions for point and numerical evaluation, while the interior response is left as a
line loading of an isotropic half-space were first obtained bytwo-dimensional integral. The method we use for computing
Cagniard by a method involving Laplace transformation andhese numerical integrals is able to cope with Rayleigh poles
and pseudo-surface-wave resonances. Our method of calcu-
dpresent address: Department of Theoretical and Applied Mechanics, Co!’?tmg the mt?rlor response, n tha.'t itis in the form of a tWO.
nell University, Ithaca, NY 14853. dimensional integral, is computationally somewhat less effi-
Ppresent address: Department of Chemistry, MIT, Cambridge, MA 02139.cient than the Cagniard—de Hoop methadd the method of
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Wang and Achenbachput it has the advantage of concep- wherek = (ky ,k;) is the projection of the wave vector in the
tual simplicity and ease of implementation. In our analysissurface andv is the angular frequency.
we give particular attention to wave arrival singularities, We seek a solution to the equations of moti@y and
which are a striking feature of both surface and interior re-boundary conditiong7) in the form of a superposition of
sponses. By way of illustrative numerical example, weoutgoing plane waves whose amplitudes are proportional to
present calculated surface responses fdi0CD) and interior  F;:
responses for Z000J). In subsequent papers in this series, B B 3
;/ve apply our method to the mterp_ret_atlon of cap|lla_ry frac- Ui(X,t)=f dzka dwE A}”)FjUi(”)
ure generated surface and transmission waveforms in a num- — —w  n=1
ber of different materials. )

x expli (ky-x+k§"xs— wt)}. (8)
|. METHOD OF CALCULATION For each value ok, andw, the third componerk; of k and

the polarization vectod are related by the Christoffel equa-
We consider a general anisotropic elastic continuum ofions

density p and elastic modulus tensa2;;, occupying the

half-space x;>0. A concentrated point forceF(t) (Cijusisk—p 6V, =0, 9
= (F;e(t)) with sign-function time dependence wheres=k/w, is the acoustic slowness vector agffare
1, t>0 roots of the characteristic sextic equation
t)= 1
«(t) -1, t<O0 ( ) deﬂcinSjSk_pé”l:O. (10)

acts at the origin on the otherwise free surface of the halfEquation(10) yields six solutions of which three are chosen
space. The displacement fial¢ix,t) in response to this force which correspond to outgoing waves, on the basis that they
is given by are either homogeneoubulk) waves with ray vectors di-
rected into the interior, or inhomogeneousvanescent

ui(x.)=Gj(x.OF;, @ \waves which decay into the interidt.The choice of outgo-
whereGjj(x,t) is the response function tensor. ing waves depends on the sign®f which will be restricted
Later in this paper we shift our attention to the responséo positive values, as explained later.
function Gi‘})(x,t) pertaining to a force with Heaviside step From the stress—strain relationship, o,
function time dependence =CimpgdUp/dXq, and Eq.(8) it follows that the surface trac-
O (t)= He(t)+ 1}, 3) tions are given by

3
which is more amenable to direct measurement. Rather than 130X X=0. 't):J dzkHJ do iwzl AJ(mFJ_BI(n)
— —© n=

calculatingGﬁ-)(x,t) directly, it is somewhat simpler to cal-
culateGj(x,t) and then obtairG (x,t) from

o e . ><exp{i(k||-x”—wt)}, (11
Gij (x,1) = 2{Gfj (x,t) = G{;(x,0)}. 4
where
This sidesteps thé function that occurs in the Fourier trans-
fé)m of @(t), but not. that ofe,(t). The time derlvafuve of Bf”)=2 Cs|qu§,n)qun)' (12)
ij (X,t) is the dynamic Green’s tensor of the medium. P

The displacement field is required to satisfy the equa- . M) (M _ .
tions of motion in which (s}"”,sy")=(sy,S,). Comparing(7) and (11) we

arrive at a set of three linear equations for the partial wave
&, &, - weighting factorsA{”

P?:Cijklm- X3>0, 3

subject to the boundary conditions on the stress tensor ngl ABI" = - 8y lamw?, (13
0 ,3(X,X3=0, , 1) = —F;5j 8(x)) (1), (6)  These have solution

wherex; = (X1,X) deno.tes the posit?on veptor in the §urface 1 1 adj B)("

and 8(x)) = 8(x1) (xz) is the two-dimensionab function. A=~ —— (B H"=— Yo W, (14)

The negative sign in Eq6) arises from the fact that the
surface tractionsrj5(x,x3=0, ,t) are in reaction to the ap- adj denoting matrix adjoint.

plied force. The initial conditions ar@ﬁ?(x,t)=o, t<O. From Eqgs.(2), (8), and(14) it follows that
Representing the boundary conditions in terms of their T

Fourier transform with respect tq andt, we have 1 (= = dw &
Giej(X,t): — —3] dzk“f - Ai(]-n)
© o Fj5jl 47°) - —x @S n=1
oy x5=0, 0= | o[ do-"2 o
—o —»  Arliw X expli(kj.x+ k3 x3— ot)}, (15
xexpli(kj.x— ot)}, (7)  where
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adj(B)}mUi(”) It follows immediately from Eqgs(4), (21), and(22) that the

= (16) response function pertaining to a Heaviside force is given by

I defB]
. € . . . . 1
Since Gjj(x,t) is real, it foﬂoﬂ\fvs that Lti temporal Fourier Gi("j)(xl,t>0)=— . Re[®;(t/x,)—D;;(0)}, (23)
transform has the propert®;* (x,w) =G (x,— »), where 272X,

the asterisk denotes complex conjugation. We exploit thi
property to restrict the integration over in (15) to the in-
terval[0,2], retaining only the real part. On further replac-
ing the integration variablé& by s =k /w we arrive at the
result

?Nhich, bearing in mind(19), is in the form of a one-
dimensional integral. For an isotropic solid this integral can
be evaluated analytically, but for an anisotropic solid, nu-
merical methods are in general required for its evaluation.

3
G (x.)=— %Rejw dzsufmdwE Ai(jn) A. Some properties of W ;(s)), ®;(s;), and Gf}’(xl,t)
2w - 0 n=1 For small values of; lying in the fully supersonic re-
gion enclosed by the curve of critical longitudin&l) slow-
a7 .
nesses in the surface, ag‘)(sﬂ) are real, and henc#;(s))
We treat the surface response and the response at interigy real. Outside this critical curve, some or all of t6g
points separately below. X(s)) are complex or pure imaginary, anig;(s)) is in gen-
eral complex.
Further restrictions are imposed by the presence of ma-
terials symmetry. In the case where theaxis lies along a
By choosing the coordinate system suitably one cantwofold axis or is perpendicular to a symmetry plane, the
without loss of generality, take the observation poirtb be  following conditions hold:

xexplio(s -x‘|+s(3“)x3—t)}.

Il. SURFACE RESPONSE

along thex, axis on the surface. Setting=x3=0, Eq.(17) The individual components o¥;; are either symmetric
simplifies to or antisymmetric with respect to reversal of the direction of
1 . . S
Gij(x1,t) =~ ;Refmdsljo do®;j;(s1) Wi(—s)="ii(s), ije(11,22,33,12,2), 2
Vi(—s)=—"Vi(s), ije(13,23,31,32
w expli (s — D)}, (18 i) =il e F
where Likewise, for reversal of the direction of; ,
B Gi(—x1, =G (x1,t), ije(11,22,33,12,2], 25
wy(s= [ dsawi(s). W9 GO =-GYxu.D, ije(13233132
and For larges lying in the subsonic region outside the
3 curve of limiting slow transverséST) slownesses, or tran-
sonic state as it is called, the solutions of , which
V(9= 3, AP(S). (20 =0

n=1 takes the form of a cubic is% because of symmetry, are all
of the form *iq or =(p*iq), p,q real. The three dis-
carded solutions are consequenthg{"’ = s{"* , wheres{"

are the three chosen solutions corresponding to outgoing

Convergence of the integral over is achieved by the re-
placement §;x;—t)—(s1X,—t+i0,). On integrating, one

obtains waves. It follows that
1 + o0 (I) _
Gf(Xg,1)=— —SRef 48 o100 )'( _”t(ili)o ) Wij(s5), —83(5)) ="Vij (5 ,85(8))- 26
2m> S 171 * It is evident from Eqgs(9), (10), (12), (17), and(20) that
N ’?f+mdsl—lm ij(sy) Wi (=5, = sa(§)) =~ Wij(§,.55(5)), @
27 —e (S ) at all points except wherB(" is singular. From Eqs(24),

(25), and (26) one thus infers that, in the subsonic region

+ XlRe @i (t/xq1) |, (21 away from singular points,
1

|x4]
with 2°[ denoting the principal value of the integral.
Using the fact that for negative timej(x,,t) is con- ij €(11,22,33,12,2],
stant, and settingj (—x;, —t)=Gjj(—x3,0), t>0, we ar- .o .
rive at the Kramers—Kronig-type relation i(g)="i(s) and ¥;(g) is real,
rm Im ®;i(sy) ij €(13,23,31,32
-

—w ds, S1X—t :mRecD”(t/Xl) In the subsonic region, for all except possibly a few

\Ifﬁ(q)z—\lf”(q‘) and W¥;;(s)) is pure imaginary,

(28)

e isolated directions of, there is a single Rayleigh surface
+27°Gjj(—x1,0). (220 wave(RW) corresponding to the vanishing of {B(s)| (see
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FIG. 1. ¥ 353 (s;=0.21us/mm,s;,) for the (001) surface of copper. Constants
for the calculation ar€,,=169.0, C,,=122.0, andC,,=75.3 in GPa, and
p=8960 kg/ni.

Ref. 35. This gives rise, for a given direction, to a simple
pole in¥;;(s)) atsg, which on being moved above the real
axis yields, fors; nearsg,

+i 775(8” - SR)} ,
(29)

where Re;sR\Ifij(sH) denotes the residue oFj;(s)) ats;
=sg. Hence fors nearsg,

Re(Wj(s)))~i m[Res s, Wij(5)18(s)~S),

Wij(s)~Res=s W (S){y‘( S SR

ij €(11,22,33,12,2), (30

Re(W;;(s)))~[Res_s ¥}, (Sn)]f’”( 5— sR> !
ij €(13,23,31,32

For larges;, beyond where the ling; =constant inter-
sects the RW slowness curve,

Re(Vij(5))=0, (Pij(s1))=0

and (31)

®;;(0)

277'2|X1|

Gij (x1,t)= =const

for ij e(11,22,33,12,21L

If, further, the (;,x3) plane is a materials symmetry
plane, then

Gij(x1,t)=0 for ij €(32,23,21,12 (32)

B. Numerical integration and results

For an anisotropic solid the integration owgrin (19) to

0.55

s, [010] (us/mm)

& f 055

s, [100] (us/mm)

FIG. 2. Gray-scale representation of (&4(s; ,S,)) for Cu(00).

axes are aligned along the principal crystallographic direc-
tions, and¥ ;5 is unchanged by a reversal in the sigrspfor

S,. The real part ofV 35 displays a sharp peak at 0.28/mm,
which is associated with a PSAW resonance. §0r0.43
us/imm, W44 is pure imaginary except for &-function sin-
gularity at 0.45us/mm, associated with the RW pole. Sharp
dips occur in Re¥ 35 at the limiting L and one of the lim-
iting fast transverséFT) slownesses.

A global picture is provided by Fig. 2, which portrays
the dependence of R#(33) on boths; ands, as a gray-scale
“image,” with degree of darkness corresponding to the mag-
nitude of Re33). To render the RW singularity visible, it
has been artificially broadened by making the replacement

Wag— U1V 33+ a), (33

where « is a small but finite positive number. A similar
effect can be achieved by ascribing a small imaginary part to
§,- The vertical line in this image represents the “line scan”
for the data in Fig. 1. The continuously shaded area in Fig. 2
comprises thel ;3 weighted projections; of the slowness
vectors of all bulk modes in the first quadrant, its outer
boundary being the so-called transonic state. The lines which
stand out as lighter and which partition this domain, lie on
the locus of limiting slownesses. This locus and the transonic
state are the projection on the;(s,) plane of points on the
three sheets of the slowness surface where the surface nor-
mal is parallel to the €;,s,) plane. Along thg110] direc-
tion, the diagonal in Fig. 2, the ST bulk modes are SH po-
larized normal to theX10) symmetry plane, and thus do not
contribute to Re¥ 33), as is evident from the fading of the

obtain®;; has, in general, to be done numerically, and theST modes in this region. The sharp RW resonance is most
method of integration has to cope with the RW poles and, irintense in the/100 directions, and fades away towards the

cases where they exist,
(PSAW) resonance¥* This point is brought out in Fig. 1,
which shows the dependence ®3; on s, for fixed s;
=0.21 us/mm for the(001) surface of copper. The reference

1349 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997

pseudo-surface-acoustic-wayé10] direction, where it degenerates with the transonic state.

In the region extending about 20° to either side of the
[120] direction there is a PSAW resonance lying within the
band of ST bulk modes. Exactly in th&10] direction where
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the RW degenerates, the PSAW becomes a pure supersonis
two component surface acoustic wa\BAW).

The method we have used in calculat'@@(xl,t), is to
make the replacemenB3) and then evaluate the integral
(19) numerically for 250 values of. This is consistent in
spirit with the numerical approach to inversion taken by a
number of authorésee Ref. 7 and papers cited theje@ver
most of the range o, Vj; is slowly varying, but in isolated
regions there are the sharp RW and PSAW resonances, ant
kinks at limiting branch slownesses to contend with. We
have dealt with this problem by dividing the rangesgfinto
a number of intervals, a thousand is more than sufficient, and
applying Rhomberg integration to each interval. It is only the
few intervals where¥;; is rapidly varying that more than
one Rhomberg iteration is required to achieve convergence.

The above method has the advantage of simplicity and
generality. With the coding we have implemented, it takes in
the region of 15 min on a 133-MHz pentium personal com-
puter to generate surface response functions of the type dis-
played in this paper, but this time can be considerably re-
duced at the cost of rounding of the sharp features. For
instance, the response function for the fiber composite in Fig.
1 of Tewary and Fortunkd can be reproduced in less than
one minute, or less still if fewer than 250 valuestoére
taken. Bearing in mind that our coding has been set up for
general anisotropy, whereas that of Ref. 14 is specialized to
tetragonal symmetry, it appears that their and our algorithms
are comparable in numerical efficiency.

C. Wave arrival singularities

Figure 3a) shows the surface response function
Gg(xlzloo mmx, = 0;) calculated for thé001) surface
of copper. The response is zero untjE23.1 us, at which
moment there is a sudden downward kink corresponding to a
discontinuous change in velocity. This event is associated
with the sharp dip in Re¥35) at the limiting longitudinal
slowness labeled in Fig. 2, which is a branch point in the
complex function¥ 35. The kinks inGg3 att,=34.4 us and
t.=40.2 us correspond to the limiting transverse slownesses
labeledb andc in Fig. 2. These are bulk wave arrival sin-
gularities, and correspond to points on the slowness surface
where the normal points in the observation direction. These
singularities propagate outwards from the point of excitation
at the bulk wave group velocities in that direction. Bulk
wave singularities and the analytic form they take in the
response functions of infinite anisotropic continua have been
surveyed in Ref. 1. It is evident that a surface response func-
tion must also show nonanalytic behavior as the integration
path s;=const makes tangential contact with a limiting
slowness curve, since to one side it has a double intersection
with this curve, which is a locus of branch points, while on
the other side it has no intersection.

At the surface there are also RW wave arrival singulari-
ties. These are generally much more prominent than the bulk
wave arrivals, and so we devote more attention to them here.
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RW arrivals are conditioned by tangency of the Iqu= SR FIG. 3. Surface respons&;) (x,=100 mm,x,=x5=01) for Cu(001). (a)
=tr/|x;| to the RW slowness curve. At the point of tan- G&, (b) G%, (c) G,. The insert in(a) shows a portion of the RW group
gency the RW group velocity, which is normal to the RW velocity curve near th¢100 direction.
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slowness curve and hence parallel to ¥heaxis, is of mag- A
nitude 15z, and this is the velocity with which the wave R 7"
arrival singularity propagates along the surface. The analyti- GO(xy.1)= 2m|xq| "B (tr— 1) 37
cal form ofGi(]-) for t neartg depends on whether the surface 1o A
of the half-space is a materials symmetry plane or not, and if ETEE
it is, whetherij e (11,22,33,12,21) aij e (13,23,31,32), and 2%
finally wh_ether the RW slowness curve is convex or concavg, ij e(11,22,33,12,2L RW slowness curve convex,
at the point of tangency.

Taking the surface to be a materials symmetry plane, jje(13,23,31,32, RW slowness curve convcave,
ij €(11,22,33,12,21), and the RW slowness curve to be con-
vex, then fort<tg the line s;=t/|x,| intersects the Rw WhereA. andA_ are constants, and
slowness curve twice near the point of tangency. In this re-

t>tg,

gion, the RW slowness is, in the parabolic approximation A<
) o i . , t<tr
with the origin fors, located at the point of tangency, given o 272X,
by s;=Sg— BS2, Wherep is the (positive) curvature. From Gij(x1,1)= A (39
Egs.(19), (23), and(30) the singular part oG{} thus takes > | t>tg,
the fOfm 27T|X1|1/2ﬁ1/2(t_tR)1/2
A for ij €(11,22,33,12,2, RW slowness curve concave,
0 t —
0 _ 2 R
Gij(X,t) = 27T|X1|J'wd32 5( Bs;— x| ) (34 ij €(13,23,31,32, RW slowness curve convex.
The singular behavior displayed by the analytical solutions
whereA=— i Res_g W;; is a real constant for the purpose for isotropic soli_d§7'28 conforms to the above rules.
of the integration(although it does depend on the direction In the situation where the surface is not a materials sym-
of x;). The integral is readily evaluated, yielding metry plane, R&s_, W; has both real and imaginary parts
forallij, and it follows thatGﬁ-’ diverges on both sides of the
A RW arrival in accordance with
Gi(x1,t)= - . (35)
' 120121 _ 1112 A=
27|xq "M (tr— 1) GO(xy,t)= (39)

277|X1|1/2|I8|1/2|tR_t|1/2'

For t>tg, ¥;;=0 in Gt)h_e region of tangency, and so the The apove results are consistent with Wiflfstreatment of
integral vanishes an@j; is given by the constant term in EQ. Ry arrival singularities.

(23). The wave arrival is thus led by an inverse square-root | anisotropic solids the displacement leading or trailing
divergence and terminated by an infinite discontinuity. Itihne RW arrival can vary enormously with direction. One
may happen that there are other intersections of thesine goyrce of this variation is the factok. In directions for
=sg With the closed RW slowness curve, in which case thergyhch the plane of polarization of the RW is perpendicular to
is a background in the neighborhood &f, which varies  hej or j axis,A is zero. For alij, A also vanishes at points
linearly with t, but after the last intersectioﬂsﬁ-’ is exactly  \yhere the RW degenerates with the transonic state, as is
constant. _ _ evident in Fig. 2.

If at the point of tangency the RW slowness curve is A second source of variation is that the singular part of
concave, then the wave arrival is initiated by an infinite dis-yne \waveform is proportional th8| Y2, and hence the wave
continuity, after whichG;} varies as (—tg) ~*% intensity is proportional to|8| L. Variation in intensity

Forij €(13,23,31,32) and the RW slowness curve conhrough the curvature of the RW slowness curve in this way
cave, reference to Eq¢19), (23), and(30) shows that the  is known as surface phonon focusing, and has been studied
singular part ofG;; takes the form theoretically by a number of authot:*° The effects have

been observed experimentally with laser generated ultrasonic

. ds, SAW!8 and ballistic surface phonofi®.

A
Gi(]-)(Xl,t)Z 5 /)f ) (36) At points of inflection whereB=0, the parabolic ap-
27 x| - Bs2+ Rt ) proximation for the RW slowness equation breaks down.
x4 Taking x; ands; in the direction of the normal to the RW

slowness curve at the point of inflection, the RW slowness

On integrating, fort<tg this yields Eq.(35). Fort>tg the ~ €duation to leading order now takes the fosq=sg— S5,

path of integration intersects the RW slowness curve twicey= constant. On integrating ovep, one readily establishes

and on taking the principal part of the integral, the result isthat the singular part o6} near the wave arrival has the

zero, so thaGﬁ-’ is constant. When the RW slowness curve isform

convex, these conditions are reversed, and the divergence

follows the RW arrival. Gi(?(Xl,t)=
In summary:

Ao

6ol P Pt 1

(40)

1351 J. Acoust. Soc. Am., Vol. 102, No. 3, September 1997 Every et al.: Elastic half-space response 1351



The inverse square-root dependencexgand 8 for normal 0.55
points, and the inverse third power dependencexpmand
v for points of inflection, is a characteristic also of frequency

domain surface Green’s functions in the asymptotic far-field
limit, 36-38:39

If the direction of thex; axis is changed slightly, then
for one sense of rotation there are now two values,oét
which tangency occurs, and thus two wave arrivals propagat-
ing at slightly different group velocities. For the opposite
sense of rotation there are no longer any points of tangency
near the inflection point, and so no wave arrivals. It follows
thereby that the point of inflection maps onto a cusp in the
group velocity curve. Criteria for the existence of cusps in
respect of th¢100) and(111) surfaces of cubic crystals have
been established by Maznev and Ev&nExtending some
distance beyond the cusp, where there is no longer any wave
arrival in the strict sense, is a quasisingular feature which we
refer to as an eidolof? It has been observed for laser gen-
erated SAW by Mazneet al*®

Referring again to Fig. (@), the sharp dip at.=44.3 us
is a RW singularity having the analytic fort38). The cur-
vature of the RW slowness curve near paris negative in

this case, and so the RW arrival is manifested as a sudden . . .
dip followed by an initially steep continuous rise. The sharp®€ understood by reference to Fig. 4. The RW singularities

dip att;=49.5 us is a RW singularity having the analytic are the same way around as @ES, except that in th_is case
form (37). It is shaped the familiar way around as encoun_featured is more pronounced a@much less so, which can
tered in the response functid®$, of isotropic solids, be- be understood by reference to Fig. 4. e
cause in this case the RW slowness curve rieiarconvex. Figure 3c) shows the response functio® y(x,

Beyondt,, G, is constant, because REfg) is zero. There 100 MMxz,t) for Cu(O0D). One notes that in this case it
is a third RW singularity of the forni37) atty, but it shows is the wave arrivak that is of type(37), and the wave arrival

up very faintly in the calculated response because, as can 6ethat is of type(38), SO that after this last wave arival there
seen in Fig. 2, poind is very close to where the RW degen- is a smooth asymptotic approach to the static response. Be-

erates with the transonic state and becomes SH in charact Iguge g‘; X ’ég) platne_lg ? crystallggzrf%r;czzymmetry plane
It also occurs very close to the transonic st@teand it is ' u00D, Gjj(x,,t)=0 forij €12,21,32,23.

difficult to distinguish the two features from each other in
this plot. The inset in Fig. @) shows the folded character of !ll. INTERIOR RESPONSE

s, [010] (us/mm)

0 a 0.55

s, [100] (us/mm)

FIG. 4. Gray-scale representation of (®g(s;,S,)) for Cu(002).

the RW group velocity curve for GQ01) near thex, axis. Without loss of generality, we locate the observation
The three aforementioned wave arrivals correspond to thSoint in the (,,x3) plane. In the case of homogeneous
three points where the; axis intersects this curve. waves corresponding to res{" , convergence of the integral

Figure4isagray-scalg representation of the depe'ndenqﬁ,er w in Eq. (16) is achieved through the replacement
of Re(¥;y ons; ands,. Since¥; selects out the, axis, (51Xq+58V%3—t) — ($,%; + S{Vx3—t+i0. ). For inhomoge-

this plot does not display mirror symmetry across the diagoq,qqus Wavessg”)x3 already comprises a positive imaginary
nal (reflectingW¥ ,, across the diagonal in fact yields,,). In

) ; ! part, and convergence is assured without the abovemen-
the region of thes; axis Re(t";;) shows a prominent peak at joned replacement. On integrating overwe obtain
the L thresholdpointa), rather than the dip as in the case of

Re(33). This quasisurface L mode resonance has been re- . 2

ported on before, and shows up in phonon imadhg®sur- Gij(x,t)=— 273X Re wd S|

face Brillouin scatterinf/**® and elsewhere. Towards tise

axis this resonance disappegpsint b) because the L mode 3 i/\i(jn)(%|)

is polarized normal to the; axis and so does not contribute X (41)

= i (n) —_ io
to Re@,,). Here the L mode resonance is at a maximum in 1=1 518ind+ s3Vcosh—t/[x| +10.

Re(¥,). The RW, which is composed of inhomogeneouswhere ta®=x,/x;. Essentially the same result is to be
waves of predominantly L and T character, shows similafound in Willis®? and in Wang and Achenbaétexcept that
behavior to the L resonance, being most intense neasithe they transform to radial and angular coordinatessfor

axis and fading to zero towards tlsg axis.

Figure 3b) shows the surface response function
G\ (x;=100 mmx,,t) for Cu001). As can be seen, the L To obtain the full time dependence @;;(x,t) at a
bulk wave arrival is much more pronounced than &,,  given pointx, s{” and Ai(j”) have to be determined for a
and the same applies to the bulk wave feairgvhich can  two-dimensional(2D) manifold of pointss;. Discretization

A. Numerical integration
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for numerical purposes reduces this to calculaty and
A at say ~10°x10°=10° points 5, depending on the

required accuracy. Treatir@l) in a simpleminded way as a

summation to obtairG;;(x,t) for say 240 values of, in-
volves an additional 2403x 10°~10° calculations, which

calculations. In performing the 2-D integral, we divide the
upper half of the §,v) plane into a course grid of 240

X120 cells, and generate a 2-D histogram in accordance
with (44), and then carry out the sum for the 240 values, of
which involves~6.9x 1 calculations. The overhead is re-

in our experience, takes almost twice as long as the calculaduced in this way by more than a factor of 10 to less than
ing of s{” and A{". This is an unacceptable computational 20% of the total computational time, which is acceptable.
overhead. This problem has long been recognized, and sdhe computational time for the interior response functions
phisticated methods have been proposed for overcoming ipresented below is under 15 min, which is less than that
The Cagniard—de Hodpmethod and the method developed required to generate the surface response functions provided
by Willis*? and Wang and Achenbaétall reduce the evalu- earlier, which nominally involve only 1-D numerical integra-
ation of Gjj(x,t) to a one-dimensionall-D) angular inte- tion. The coding was kept general, with no advantage taken
gral, in which the integrand has to be determined iterativelyof symmetry other than taking the sample surface to be a
for each value oft. The latter authors accomplish this by materials symmetry plane to render EfO) cubic in s3.
changing to radial and angular coordinates goand evalu- It is appropriate at this point to comment on the relative
ating the integral ovels| using the Cauchy residue theorem. merits and disadvantages of the contour integration methods
This requires finding all the zeros in the complex plane of thementioned earlier, as compared with the numerical approach
denominator in(41) and determining the derivative of this described above. One could argue that, as a matter of prin-
denominator with respect t@”- Information abOUtAi(jn) ciple, it is better to do as many integrations analytically as
over the 2-D manifold is still required, but the overhead ispossible and only resort to numerical integration as a last
considerably reduced. The Cagniard—de Hoop method hdésort. It might also be argued that integrals over a finite
been widely applied to isotropic and transversely isotropigdomain, as in Wang and Achenbathre more amenable to
solids?3 but only recently has it been implemented compu-évaluation than the infinite integrals in our approach. Suc-

tationally to a significant extent for anisotropic solis.

cessful implementation of the method of Wang and Achen-

We have adopted the following numerical scheme forbach for a point force would, however, require the use of a
calculatingG;; (x,t), which is much simpler than the above- robust and efficient algorithm for locating the poles in the
mentioned methods, but which nevertheless, like them, sulsomplex plane, and for keeping track of the branch points
stantially reduces the computational overhead. We procee@nd Riemann cuts. These calculations would have to be em-

by casting(41) in the form

G = 1 R fm fij(u)du
= 273|x| —U—t/|x]+i0,

+f du

where the auxiliary function$;;(u) andg;;(u,v) are given
by

* gjj(u,v)dv

oUtiv—t/|x| |’ 42

3
fij(U)=n§=}l fﬂ d?s;8(u— Re s;sind

+s§"cosa])iA{Y, (43

3
gij(uv)=2> f,dzs”é(u—Re[s1 sin 6
n=1Ja,

+s5" cos 8]) 8(v —Im[s§"” cos g])iA (",

(44)
where(, and Qn are the domains in thes{,s,) plane in
which s{" is real and complex, respectively.

All the detailed structure of5;;(x,t) is derived from
fij(u), while g;;(u,v), which tends linearly withy to zero

bedded in loops for varying and the angular coordinatg

of s. Divergences of the integrand in the integration oger
would have to be accommodated. We would anticipate that it
is nevertheless possible to achieve greater numerical effi-
ciency in this way, but at the cost of increased complexity in
the coding. In progressing onto more complicated systems
such as joined anisotropic half spaces and layered solids the
problems will be more acute, and there may be a clear ad-
vantage to adopting a simple numerical approach of the type
we have introduced here.

B. Results

Figure 5a) shows calculated half-space response func-
tions G4 for hexagonal zinc, with the surface of the half-
space normal to the principal crystallographic axis. Three
observation points have been chosen, namely0O, 5, and
10 mm, withxz=25.8 mm, partly for comparison with pub-
lished experimental dafaThese display a number of bulk
wave arrival singularities labeled [a discontinuity, | (a
logarithmic discontinuity, S (a discontinuity followed by a
gradual rise and leveling 9ffX, and C. These wave arrivals
correspond to intersections of the viewing direction with
sheets of the wave surface of zinc as shown in Fig. 6. In the
epicentral directionx; =0, the two quasi-T sheets | and S of

towards the axis =0, provides merely a smooth continuous the wave surface intersect at a conical point, and the re-
background. For numerical purposes we divide the line sponse shows a negative square-root divergence, which is

into a large numbe(7680 of intervals, and generatg; (u)
as a histogram of the accumulated valuesmﬁ“) for each
interval in accordance witli43). The 1-D integral in(42),
evaluated for 240 values df thereby involves~1.8x 10°
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associated with the phenomenon of external conical
refraction?®2* The intersection F leads to a kink and a dis-

continuity which are barely perceptible in the response. For
x1=10 mm the | and F wave arrivals coincide at C, at a
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(a) time (HS) FIG. 6. Zonal section of the gL and qT sheets of the wave surface of zinc.
100 ; " ' reduced in magnitude by about a factor of 2 as compared
; with those for the half-space, as one would expect. The bulk
! s : wave arrivals are of the same analytic form and occur at the
- S same times as for the half-space. Head wave effects are of
o b course absent from the infinite continuum results. Another
2 : x=10mm difference is the constant displacement in the infinite con-
E L _,---"’;;r tinuum response following the last S arrival, as compared
PR 0 f < /’ x=Smm ] with the asymptotic leveling off in the half-space response.
= A\
Y
C
X \ IV. CONCLUSIONS
(&) ‘"I x=0mm
I ] We have derived integral expressions for the surface and
-50 I interior displacement response of a semi-infinite anisotropic
elastic continuum subjected to sudden surface loading. By
X way of numerical example, calculated surface responses of
_100 , . : Cu(001) and interior responses of ZWB001) have been pre-
6 10 14 18 sented. The surface responses display bulk and surface wave
_ arrival singularities, and the interior responses display bulk
(b) time (ps) and head wave arrival singularities. In follow up papers we

will use these methods in the interpretation of capillary frac-
FIG. 5. (@) G (X; = XX, = Oxs = 25.8 mm for a (0001-oriented zinc ~ (Ure generated waveforms measured in a number of different

semi-infinite continuum at interior points=0 (epicentey, 5 mm, and 10 Materials.
mm. Constants for the calculation ar€,,=163.75C,,=36.28, C,3
=52.48C35=62.93, andC,,=38.68 in GPa, ang=7140 kg/m. (b) G,
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Blocking property of energy vortices in elastic waveguides
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Energy vortices in time-averaged energy flows of time-harmonic fields are considered. The purpose
of the paper is to verify the supposition that the energy flux along an elastic waveguide with an
obstacle is blocked completely at the stop frequencies by the vortices. It is hoped that this work will
draw attention to the analogy between energy and fluid flows which is potentially fruitful for
understanding various wave phenomena. The normal-mode diffraction by a surface punch on an
elastic layer is taken as an example. For tracing energy streamlines in the near field up to the
obstacle, a special efficient semianalytical approach has been developed. To illustrate the stated
supposition, plots of transmission coefficients versus frequency and figures of the near-field
streamline structures are given. 897 Acoustical Society of Amerid&0001-4967)06108-7

PACS numbers: 43.20.Gp, 43.20.Mv, 43.20.YU&G|

INTRODUCTION nature of various wave phenomena.

It has been knowhthat there exist zones in the time-
averaged energy flows in which the streamlines are closed.
Centers of these zones, named energy vortices, are points of
wavefront dislocationsat whiche=0.* We have been study-
ing the energy flows and vortices in isotropic elastic layered

waveguides;® trying, first of all, to clear up the role of the

E:f Len(x)ds vortices in various resonance phenomena. These works ob-

tained numerical results demonstrating a possibility of back-
Here,e,=(g,n) = —(w/2)Im(u, ), wheren is the unit out-  ward energy fluxes coming from infinitienergy circulation
ward normal forS and 7, is the corresponding stress vector. through infinity) with considerable energy accumulation in
Continuous vector field(x) ={e, e, ,e,} determines in the sych vortices near the resonance frequerfcieghose vorti-
spacex={x,y,z} a set of noncrossing curvegs) to which  ces, considered mainly in the far field, were the result of
e(x) is tangential at any point: normal-mode interference. More interesting, but simulta-
dx  &x) r_1eous|y_ more difficult ma_thematically, was the study of vor-
Fr W (1) tices arising in Fhe near field of a source or an obstacle as a
result of diffraction. To trace the streamlines in the near field
Every curve passing through a given poxgt close to the object required the use of a strict and numeri-
X(0) =X 2 _cally accurate solutipn of a mixed_ boundary-value problem
' instead of the far-field asymptotics. Therefore, a special
is determined uniquely from Cauchy problerfis and (2). semianalytical approach for solving the mixed problems re-
These curves are known as the energy streamtiaéibpough  lated to diffraction by surface and inner horizontal and ver-
such a name is not quite correct for the instantaneous energical obstacles in layered elastic waveguides has been
transfer is not described by the averaged veetand, con-  developed !
sequently, real power flow differs from those lines at any ~ When analyzing the near-field streamline structure under
fixed time? Nevertheless, the time-averaged flow providesa rigid punch vibrating on an elastic layer, it was shown that
more obvious and important visual information about totalvortices, changing size with the remaining various free space
energy transfer in waveguides than a large number of théor outflow of energy emitted into a waveguide, in fact, con-
instantaneous values. Similar to the velocity field in liquid, trolled the important source characteristic, energy
the time-averaged energy flow is subjected to the conservafficiency®® Specifically, the nature of the so-called high-
tion law (EEO for a closedS without sources and run-off frequency punch_|ayer resonan{'?egqad become clearer
inside) and to the equation of continuity de~0 (it follows  when it was demonstrated that they occurred if the vortices
from the equilibrium equations in stress compongnitsere-  completely blocked the energy outflow from under the
fore the analogy with a fluid flow, also described by thepynch.
streamlines, seems to be appropriate, together with stating Thjs property of the vortices, to dam the energy flow
the problem of developing the “fluid dynamics” of energy partly or completely, seems to be the most interesting of its
fluxes in solids. If general laws and properties of the energymanifestations. For example, the directions between the
liquid are formulated, it would give new insight into the |gpes in radiating and scattering diagrams are probably none
other than the shadow of the vortices arising near a
aE|ectronic mail: evg@kgu.kuban.su radiatot>**or a scatterer. In the waveguides such near-field

A time-averaged energy fluk across a surfac8 in the
time-harmonic elastic wave field(x)e™'“! is introduced as
an integral of the normal t& componeng, of the averaged
power density vectofUmov—Poynting vectore(x) over S:
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vortices, resulting from normal-mode diffraction by surfacelatter is expressed by way of an integral in terms of the
steps, punches, cracks, inclusions, joint lines of semistripsGreen’s matrix components and unknown contact stress
and so on, become apparent in regulating the transmissiog(x):®’
and reflection coefficients even to the point of completely
locking up the waveguide at a stop frequency, when the 1 .
wave power does not pass by an obstacle through the, one U1(X.2)=5— frb(a,z)Q(a)e ' da, (4)
can say, free cross section. The purpose of the present paper
is to give an example of such power blocking at the stop,nare
frequency, to draw the attention of specialists of fluid dy-
namics intuition to the energy flow properties. a

Earlier, when numerically analyzing vibration of a group Qla)= f q(x)e' ™ dx, (5)
of punches on an elastic layered substrate subjected to the -a
surface waves, there was noted a sharp amplitude decrease of T )
the second punch at the resonance frequency of the front onB=1—1aP1,R1} /A "is the second column of the two-
supposedly, because the vortices near the latter grew max§imensional(2-D) Green's matrix Fourier symbol; for the
mally in that case. Therefore the rigid punch on an elasti€onsidered layer stuck to the rigid base, the form of functions

layer model was chosen to analyze the streamline structure §a(@:2), Ri(@,2), A(a) is given in Ref. 10.
the stop frequency in detail. Integration patd” goes in the complex planealong the

To obtain proper numerical results in the near field ond©2! s, deviating from it in the upper or lower half plane in
has to use not only traveling modes but also modes related f@Fcordance with the principle of limiting absorption to by-
the complex roots of the dispersion equation up to very larg@@Ss réal singular poin, k=1,2,..Ng. Hereafterz,{y
(hundreds of thousangsnode numbers. In addition to the &€ Zeéros and poles of meromorphic function
large scale, direct truncation of the infinite linear algebraic
systems arising here is numerically unstable. Regularization K(a)=Ry(«,0/A(a)
of the systems is ensured by taking into account the _ _
asymptotic behavior of unknown constafgs ask—, that ~ LF00ts 0f Ry(«,0)=0 andA(a)=0, respectively located in
depend on the singularity at the edges. This approach devef?® « plane abovel’. A finite number of the first
oped earlier for the axisymmetric contact probléfnis 2, =i lies on the real axis; with large numbers their
modified for the plane case considered here. It is worth notlocation is described by the asymptotics:
ing that it is harder to carry out numerical analysis in the o L
plane case due to the slower rate of series convergence, &= I m(M+2) %z IN(47(M+3)/(3—4v)), m=[1/2]—,
pecially for the stress components under the edges. 6)

As for vertical obstaclegsurface steps, groves, com- s ~jzn+In(2mwn/\3—4v), n=[k/2]—o,
pound waveguides, ejcthe main idea of regularizatidris
based on the generalized orthogonality of the normalyherer is the Poisson ratio.
mOdesl.S Numerical examp|es of the energy transfer over C|Osingr in the low ha'f-p'aned for x=a and in the
steps and across joint lines are given in Ref. 11. upper one fox< —a and using the residual Cauchy theorem

transform Eq.(4) into
. MATHEMATICAL STATEMENT AND TECHNIQUE )
Let consider an elastic layer of thicknebs(—oo=<x ult(x'z):|<21 tiac(z)e ™ x"a  |x|>a, 7)

<o,—h=<z=<0) fixed from below(u=0, z=—h) with a
rigid strip punch of width 2 contacting frictionlessly with

the stress-free upper surfaze 0: where
o o] 90 =2 e =inQ(F e,
210, |x|>a,
TXZ:01 — <X, (3) rk:ReSK(a)|a:§k: Rl(gkio)/A,(gk)! (8)

u=w(x), [|x|<a. & (2)=a(F4,2),  ala,2)=b(a,2)/K(a).

Here q(x) and w(x) are the unknown contact stress and

vertical displacement of the punchi={u,,u,}; the har- Here the upper and lower superscripts correspong>t@

monic factore '“! is omitted here and thereafter. For sim- andx< —a, respectively, i.e.y; andu; are the transmitted

plicity sake it is quite enough to restrict our consideration toand reflected parts of the scattered field

the special case of unmovefixed) punch:w=0. As for the field under the punch, zerasbecome non-
The punch is subjected to an incident wave figj(x,z) eliminable poles ofQ*(«) due to splitingQ(a)=Q"e'*?

coming from the left, from infinity, or from a not distant +Q e '*@ required for the path closing, so that in the case

source. Wave fields in the layer is a combination of the of a fixed punch only zero$z},_, contribute in the final

given field uy and scattered fieldu;: u=ug+u;. The representation:
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©

u=u;+ uozlz1 [c/ b (z)en@>)

+¢ b (2@, |x|<a,

©)

b (z)=b(*+z,z), ¢ see below(17).

Unknownq(x) satisfies the Wiener—Hopf type integral

equation following from Eq(4) and boundary conditiofB):

a Def
= [ kix- 0@ de=wi0 - up,00 =0, x| <a
(10)
with kernelk(x)=1/27[K(a)e ' da.
Equation(10) is brought by the Fourier transform

.ﬂu]=f:u(x)emx dx=U(a)

to the Wiener—Hopf functional equality

K(@)Q(a)=F(a)+d(a), 11
whereF(a)=.7]f] and
(D(a):-ﬂul,z(xvo)!lx|>a]
B o t;eiaa_tlzefiaa
& at a_gk} 12

The requirement that poles z of the entire functiorQ(«)
induced by equality

Q=(F+®)/K (13
must be eliminablg¢F(*z)+ ®(*z)=0] yields an infinite
algebraic system relative tig , which in turn is split into
two independent systems by substitutig= (s, + s, )/2:

S odisi=f, 1=1,23,...,
k=1

1 e2iaz|
—+ ,
Z—{x itk

dﬁkzi(: (14)

fi'=—(F(z) = F(-2))e™.

Direct truncation of systems$l4) is numerically unstable.

But replacing constants, by their asymptotics ag—

Earlier, in the axisymmetrical problems, it was quite
enough to use only the first term of the expansion to stabilize
the numerical procedure. However, in the plane case the sta-
bilization required is not achieved even with terms of the
expansion(15) for it leaves aside the oscillation terms of
q(x) contributing ase™"4A0(| ¢, | 1) as| ] — .

Indeed, based upon EL3), g(x) can be represented in
the same way as, in terms of residuals at the induced poles
Z:

©

q(x)= Z [C:]reizn(afx)_,_C;eizn(aﬂ)], (16)
n=1
+ . + i tki
= —(+ —
Cn pn IF (—Zn) &4 Zn+§k 1
pn:ReSK_l(a)|a:znv
| | (17
F*(a): F(a)=F*'(a)e?*+F (a)e '3
Consequently,
o~ | sina—z)a  _sin(a+z)a 2.2
Qa)=22, |y — =5 +Cy — e,
(18)

The first several terms in Eq16) corresponding to reat,
result in oscillation ofg(x), the remaining terms, due t6),
diminish exponentially from the edges, but the series di-
verges atx= *a yielding the root singularity of the form
(15). That is why the optimal way to stabilize the systems is
to keep a finite number of the terms(it6) and to replace the
rest by the root expansioil5). This leads to asymptotically
equivalent stable systems

N M1 M2
gl dliks,erngl aﬁ(C,Ticr?)erE:l Bim(Am* Am) = 17,

1=1,2,.N+M;+M,, (19)
. * . 1 e2izna)
a,=— diri|l —= ,
n k:%ﬂ lk k(2n+§k+2n_§k
b =i 5 —rd'ikrk
M R (—igm™ 12

starting from a certain numbér=N+1 results in the regu- relative toN+ M+ M, unknownss, , ¢, , d, -

larized asymptotically equivalent stable finite systems. The

required asymptotics o , in view of Eq.(5), can be ex-
pressed as the asymptotics @ + ¢,) as|{|—, i.e., the

It should be noted that there exists another way of regu-
larization: substitution of18) in equality (8) taking into ac-
count(17) leads to the Fredholm system of the second kind.

asymptotics of oscillate integrals. Specifically, root behaviorThat system in its structure and properties is like the one

at the edges
M

q(x)~mE:1 - (aFX)

m—3/2 (15)

X—*a,

contributes as

M
Q<:§k>~ef‘aékn§l a/(—ig™ Y2,

|{kl—,  1Im ¢ >0.
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obtained in the axisymmertic case by extracting and invert-
ing explicitly the main part of the matrix operator:
11/(zy— &I} =1 -*® However, such an approach turns out to
be more cumbersome on account of the double series and, in
addition, it remains unstable near the frequencies at which
*z, passing from the real axis into the complex plane,
merged in double zeros.

The described scheme is easily generalized for a group
of horizontal obstacle$e.g., strip electrodes on the elastic
substrate Generalization for the case of matrix integral op-
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K+ Kﬁ
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0
FIG. 1. Transmission coefficient* vs w for the first mode;»=0.3, a/h 1
=2 (solid curve and 0.2(dash.
FIG. 3. Power distribution coefficientg, versusw (a=2,x, = —5).

erators(stuck punches, horizontal cragks carried out in the

same way as in the axisymmetrical probl€n. given in Fig. 1. One can see in Fig. 1 the stop frequencies at

0w~3.3 andw~3.5 whose locations are almost independent
of the size of the obstacle. Apparently, power transfer is

The stop frequency phenomenon implies that the transgoverned here primarily by the diffraction by the front edge
mission coefficient of a waveguide becomes zero. The trans¢=—a. From the energy-liquid viewpoint, the diffraction
mission and reflection coefficiente™, «~ are ratiosx™ gives rise to energy vortices whose size and location control
=E*/Eq, whereE, is the time-averaged power transferred power transmission through the cross section adjacent to the
by the incident fieldu, through the layer cross sectid; is  obstacle. At the stop frequency we have received closed
the part of the power bypassing the obstacle and flowing tatreamlines only, i.e., power flow in the layer has fallen com-
+o0, andE™ is the power transported to« by the reflected pletely into a countable set of vortices. Integratiorepbver
waves. Value€™, E~ are obtained by integrating the power any cross section yielded zero power flux in that case. There-
density componeng, expressed viau=up+u; over the fore fieldu, coming from a not distant source seemed to be
layer cross sectior-h=<z=<0 with n=u,={1,0}, x>a and
n=—n,, x<—a, respectively. Sinc&€™*, in fact, are inde-
pendent ofx, employing the far-field asymptotics pt/>1, l°z=Pu 8 (x+x))
expressed in terms of traveling modes only, is the most con- a ¢ —
venient here. The latter relates to the real poigs k P
=1,2,...Ng. For the layer considered, the real branches of
dispersion curveg(w) issue from the pointsv,=1, 57,
294, 471, 7.85, 8.82,.. of axisw (dimensionless
w=2mfhl/cg, cg is a shear wave speefl,is a frequency
here. I

If ug comes from—oo, it consists of traveling terms only.
The energy conservation law implies the power balance con-
dition Eo=E"+E~ and, consequently, the equality™ 0
+x~ =1. Satisfaction of this condition served as an addi-
tional control on the numerical resultthe main and most
difficult control was the numerical check of the field conti- 04}
nuity under the edges=+a, —h=<z<0).

Two examples of the transmission coefficient versus fre-
quency dependence for the first modg=a; (z)e'‘** and

Il. STREAMLINE STRUCTURE NEAR THE OBSTACLE

-0.2[

the fixed punchy=0) of widtha/h=2 and 0.2,y=0.3 are 15
L T e—
G, = pod(x — ag) 02t :,\J/ o g
z — MO — %0 U
Eol x, -2 2 x 04t J
M W) ug +u; 061
B _ uf +uy -
up E* 08|
— — L F
h -7 -6 -5 -4 -3 -2 -1
s/ 7S s S S S S S S S S S /S /S S S S S
FIG. 4. Near-field time-averaged energy streamline structarevithout

vortices in the case of almost full transmissi@n=2.8), (b) in the case of
FIG. 2. Wave fields’ geometry with a not distant source. partial reflection(w=3.0), and(c) at the stop frequenciw=3.6).
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Doubly asymptotic ayproximations for transient
poroelastodynamics?

Quan Qi and Thomas L. Geers
Center for Acoustics, Mechanics and Materials, Department of Mechanical Engineering,
University of Colorado, Boulder, Colorado 80309-0427
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A doubly asymptotic approximatio(DAA) is an approximate temporal impedance relation at the
boundary of a continuous medium. Here, first- and second-order DAAs are formulated for an infinite
external poroelastic medium described by Biot's equations. As with their acoustic, elastodynamic,
and electromagnetic predecessors, the poroelastodynamic DAAs approach exactness in both the
early-time (high-frequency and late-time(low-frequency limits, effecting a smooth transition
between. They also lend themselves to straightforward boundary-element discretization, producing
matrix ordinary differential equations in time that are readily solved by numerical integration. An
initial examination of poroelastodynamic DAA accuracy is presented for two problems with
spherical symmetry. ©1997 Acoustical Society of Amerid&0001-496@7)04308-7

PACS numbers: 43.20.Gp, 43.20.Th, 43.20[P%G

INTRODUCTION wave, and a shear wave. An interesting feature of the slow
wave is that it is diffusive at low frequencies and propaga-

Treating the transient dynamic interaction between aory at high frequencies. The wave behavior predicted by the
body in contact with an infinite poroelastic medium is a chal-theory has been confirmed by experiméithnson, 1984
lenging task. A doubly asymptotic approximation greatly  This paper presents the first formulation of DAAs for a
simplifies the problem by providing a time-domain imped- yoroelastic medium. Four surface-displacement variables are
ance relation for the medium at a desired impedance surfacgyolved (Bonnet, 1987 three orthogonal displacements of
This relation is temporally local but spatially nonlocal. Dis- the solid phase and the normal displacement of the fluid
cretization by the boundary-element method yields ordinarphase. The four conjugate surface-force variables are three
differential equations with fu”, constant matrices that pertainorthogonal surface tractions on the So”d phase and the prod_
only to degrees of freedom on the impedance surface. Thget of porosity and pore pressure in the fluid phase. Approxi-
impedance surface may coincide with the contact surface benate early-time (high-frequency and late-time (low-
tween the body and the medium, or it may be positionegrequency relations between the conjugate sets are obtained
away from the contact surface, thereby facilitating the treatthrough the use of generalized Helmholtz potentilerris,
ment of local nonlinear behavior of the medium. 1985; Zimmerman and Stern, 199First-order and second-

DAAs were first formulated in the 1970s to treat the order DAAs are then obtained by the method of operator
external fluid—structure interaction in underwater ShOCkmatching(NicoIas-VuIIierme, 1991; Geers and Zhang, 1994;
problems(Geers, 1971, 1938During the following decade, Geers and Lewis, 1997The extension to boundary-element
the acoustic DAA methodology was improve@elippa,  forms is straightforward. Finally, an exploratory examination
1980; Geers and Felippa, 1983; Nicolas-Vullierme, 1991 of DAA accuracy is carried out by comparing “exact”’ and
and DAAs were formulated for elastodynamic and electro-paA response solutions for a thin spherical shell embedded
magnetic problemsUnderwood and Geers, 1981; Mathews jn 3 poroelastic medium and subjected to a step internal pres-
and Geers, 1987; Geers and Zhang, J98cent enhance- gyre, A second examination follows in which the shell is
ments include DAAs for internal acoustic domaifﬁeers removed and the Step pressure is app“ed direct|y to the me-
and Zhang, 1994and higher-order DAAs for external elastic djum.
domains(Wolf and Song, 1995; Geers and Lewis, 1897

Biot's classical paperéBiot, 1956a, b describe a theory | pOROELASTODYNAMIC EQUATIONS
for the dynamic behavior of a poroelastic medium in terms ] o ) ] )
of interpenetrating solid and fluid phases. The theory has ~Biot's original equations of motion for a poroelastic me-
proven useful for treating a wide range of phenomena, sucfium involve six response _varlables_: three orthogonal dis-
as fluid diffusion through an elastic matrix and wave placements each for the ;ohd an_d fluid phase_s. In 1985 Nor-
dispersion/attenuation due to relative motion between fluidiS expressed those variables in a generalized Helmholtz

and solid phasegJohnson, 1984 The theory admits three decomposition of two scalar potentials and ave_ctor potential.
wave types: a slow longitudinal wave, a fast longitudinal In .1987 Bonnet showed t_hat four response varlqbles are suf-
ficient (three orthogonal displacements of the solid phase and
the product of porosity and pore pressure in the fluid phase
dThe authors are pleased to dedicate this paper to Professor Franz Ziegler leorris (1985 and Zimmerman and Ste(t1993 determined

the Vienna University of Technology on the occasion of his 60th birthday. - . . .
bNow with Hewlett-Packard Company, 3404 E. Harmony Road, Ft. Coliins, the characteristics of the associated poroelastic waves, which

CO 80525. form the basis of the DAA formulation.
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A. Equations of motion where'J)f and ’qus are Laplace-transformed scalar potentials,

Biot's dynamical equations for a poroelastic medium arergspectively, andy i_S a Laplace-transformed vector poten-
(Biot, 19564, b tial. All three potentials satisfy the Helmholtz equation:

i u+ - U=V.otb - (U-u)+BS V2hrstkisbrs=0. Viurtkip=0, (7)
1 -_— = .0’ — — , ) ) -
P11 52 UT P12 52 at B in which the fast, slow, and shear wave numbers are simply

2 2 5 k?=—s?cZ,, where the phase velocities are given by
pra gz Ut 2z 5z U=V (—a)=b 5 (U~ )+ B, Crs=[(A+2N+ahg )/p]  c=(N/p)*2  (8)
whereu(x,t) andU(x,t) are the solid and fluid displacement The coefficientsA(s) andAg(s) in (6) and(8) are given by
vectors, respectivelya(x,t) is the stress ten;or in the _soIid Di[D2+(4()\+2N)aZE§2)/R]1’2
phase;q(x,t)=fp(x,t) is the product of medium porositly As s= (2aps)R , 9

and pore pressure in the fluid phapéx,t); B3(x,t) and
B'(x,t) are body forces per unit volume applied to the solidwhereD = —[ (X +2N)p,,]/R+ a®p,,+ p. It can be verified

and fluid phases, respectively;is the viscous coupling pa- that the phase-velocity expressions above agree with the ear-
rameter that relates drag force to relative velocity betweetier forms given by Biot(1956a, b and Johnsori1984).

the solid and fluid phaseg;;1, p12, andp,, are Biot mass

densitiedAppendix A). His stress-displacement relations are|; ASyYMPTOTIC APPROXIMATIONS

—(P— . T .
o=(P=2N)(V-ul+N(Vu+Vu)+Q(V-Ul, 2 To formulate singly and doubly asymptotic approxima-
—g=QV.u+RV-U, tions, we define at a point on the impedance surface the

_ _ following fourfold displacement vecto(Geers and Chen,
whereN is the shear modulus of the solid phaBe,Q, and 1993:

R are Biot moduli(Appendix A), andl is the second-order :
identity tensor. The total stress in the poroelastic medium is ~ U(X,t)={uy,uz,us,U,}", (10

H r_
given by o"=0o—ql. o ~ whereuy, u,, andug are orthogonal displacements of the
It is convenient to reduce the six displacement variablegig phase in a global Cartesian reference frame @Gpds

in (1) to four response variablg8onnet, 198). To achieve  he gisplacement of the fluid phase normal to the impedance
this, we Laplace transforrtl) and (2) and eliminate solid g rface. We also define the conjugate traction vector
stress and fluid displacement. This yields the following three

equations of motion: t(x,t)={ty,to,t3,—q}", (13)

(A+N)V(V-T)+NVZU— ps20+ aV(’q)=—E, 3) wheret.l, t,, andt; are C;artesian traction compopents on
the solid phase and, agaig,is the product of porosity and

in which a tilde indicates a Laplace-transformed variable an(bore pressure at the impedance surface. Here each compo-

AN=P—2N-Q%R, p=(p1—pZIpa), @ nent oft has the same direction as its counterpartiof
(T T_Rs_ ([ \Rf

a=(p12/p22) —QIR, F=B°—(p12/p2)B’, A. Early-time approximations ETA , and ETA,

where the modifieds dependentdensities are given by_”-

o o ) Early-time approximations are obtained through the use
fPii_”L(_l)_lﬂ(b/S)’ 1) _:1'_2' Thg fou_rth equation of mo- of ray theory(Pierce, 1989; Achenbaddt al, 1982, as de-
tion is obtained by eliminating fluid displacement from the scribed in Appendix B. The second-order approximation
second equation in Laplace-transforméd and (2); this (ETA,) is found to be '

yields _
_ _ - ~ t(x,t)=pc[H(X)u(x,t) + k(X)C(X)u(x,t)], 12
Vo (R4 stV e . g D= PelHOOUD + R0 COOU D] (12
_ ~ in which
whereV=-V.B'. ,
The preceding formulation differs slightly from that of p=p11~P1d P22, (13

Zimmerman and Sterfil993, in which response variables 5 5 5
defined in the transform domain are not simply the trans- ~ >_ . C2:A+\/A —4(p1p2o— p1) (PR—Q7)
forms of the corresponding variables in the time domain. oo | 2(p11p2o— Pio)

where A=Pp,,+Rp;;—2Qp1,; and «(X)=(Rs+Ry)/
B. Poroelastodynamic potentials (2R:R,) is the local mean curvature of the surface, defined
positive when the surface is concave looking into the me-
In the absence of body forcas(x,t) andq(x,t) may be  gjym: R; andR; are the two principal radii of curvature. The
expressed as generalized Helmholtz decompositions of tWFhatricesH(x) andC(x) are given byH(x)= QT(x)H’ Q(x)

scalar potentials and a vector potentidppendix A): andC(x)=Q"(x)C' Q(x), whereQ(x) is a 4x 4 transforma-
T(X,9) =V (X,9) + Vbe(%,S)+ VXV X X,S), tion matrix with unity as the 4—4 element, zeros as the 1-4,

_ _ (6) 2—-4, 4-1, and 4-2 elements, and with the upper-let33
q=A;V2¢h(x,8) +A V2 py(X,S), matrix constituting a rotation of solid—phase displacement
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from local to Cartesian global coordinates, and where the 0 ) -
local-coordinate matriced’ andC are given by o511 Ap{f(x)}= JsTm(X,X )f(x')ds,
h h
11 0 0 1f . f(X)
Yo 0 cf/c O 0 Ot - A44{f(x)}=fST44(x,x’)f(x’)dS’+T,
10 0 cilc O (17)
Sii
. _ 0 ’ ’ / ]
O 0 hy (14 Fest Ty{f(0}= wa,x )(x')dS + = £(x),
Ciu 0 O cyf
o ? e 00 Tt r4j{f(x)}=fT&(x,x')f(x')ds',
0 0 ¢cf O s

Cn 0 0 o Yot ri4{f<x>}=f U9(xx)F(x')dS,
Expressions for the elements of these matricies appear in S
Appendix B.
The first-order approximation (ETA is found from Vit F44{f(x)}=f U (x,x")f(x")dS,
(12) by taking x(x) =0; it is theplane-wave approximation S
An interesting aspect dfLl4) is the fact that, in local coordi- whereij ,j=1,2,3 and the quasi-static tensajgl(x,x') and
nates, the shear components are uncoupled from each othsgl(x,x') for k,1=1,2,3,4 are given in Appendix C.
and from the normal components; the latter two are coupled,  We can manipulatél5) so thaft(x,s) appears alone on
however. the left; inverse-transformation of the resulting equation
The limiting behavior of a pure elastic medium and pureleads to LTA:
acoustic medium may be recovered frq@8) and (14). In )
the case of the elastic medium, the porosity and the fluid (X0 =Exu(x,t)+bF,u(x), (18)
density vanish, which producgs;;=ps, p2>=p12=0, and  in which the spatial-operator matricEs andF, are given by
thus p=p,. Also, c;=c_, ¢;=Cg, ¢s=0, and thusc=c_,

wherec, andcg are the longitudinal- and shear-wave veloci- _ [ SR
ties in the elastic medium. These results yield=1 and 1o o)
hi=hf=hg=0. (19
; ; ; 0 0
In the case of the acoustic medium, the porosity be- =gt
comes unity and the solid density and elastic moduli vanish; ~ * "~ {(I‘fs— brsEse)  (r—bres) |’
this producesp,,=ps, p11=p12=0, C;=Cp, Cs=C;=0, where
and thusc=c,, wherec, is the acoustic velocity in the
fluid. These results yielti¢t=1 andh;=hy;=h¢;=0. Ess=(Bss— 671 8sibrs) “H(Tss— 811 0silss), 20

&51= (Bss— O Bsors) “H(T'si— 851 Bsrvie)-
B. Late time approximation LTA

Late-time approximations are obtained by expanding thg poyply asymptotic approximations DAA  ; and
Laplace-transformed dynamic Green’s tensors for the popaa, ,

roelastic medium in powers of, and then appropriately

truncating the series. In Appendix C we truncate at the low- Having obtained ETA[see(12)], ETA, [take x(x) =0
est level, thereby obtaining in (12)] and LTA; [see(18)], we can obtain two DAAs by

ik = _ the method of operator matchirfiylicolas-Vullierme, 1991,
[By+(bs)™"A,] t(x,5) =T,U(x,s), (15  Geers and Zhang, 1994; Geers and Lewis, 1993 obtain
in which B, A,, andT, are 4x4 matrices of integral op- DPAA1, we seek a unique one-term match of a trial equation

eratorsin space It is convenient to partition these matrices {0 Laplace-transformed ETAfor s—< and a unique one-
by solid and fluid pertinence as term match of the same trial equation to Laplace-transformed

LTA; for s—0. Because both ETAand LTA; contain
Bss 0 _ 0 & _ Fss st u(x,t) on the right, and becausecH(x)#bF,, the most
bs 0 “X [0 &4 X |Tis s compagct trial equation that will produce such matching is

(sl+Tp) T(x,8)=(s?Uy+sU; + Up) T(x,S). (21

X ’

in which the matrix elements are defined by their action on a o ) ) )
surface functiorf(x) as But this is equally suitable as a trial equation for a two-term

match to Laplace-transformed EJAor s—o and a two-

term match to Laplace-transformed LT#or s—0. Thus we

may proceed directly to formulate DAA; DAA; follows

immediately as DAA., with x(x)=0.

b BAj{f(X)}:f U&(x,x’)f(x’)dS’, The formulation Qf DAA Wogld require both .ETQ\and
s LTA,. The construction of LTAinvolves truncation of the

Bss: Bi,-{f<x)}=fsumx,x')f(x')dsz
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power-series expansions for the Laplace-transformedvhereJ=[swv dS. In these equationsy(x) is a column
Green’s tensors at the level immediately above that used teector of chosen weighting functions; it may or may not be
construct LTA. The results may not be worth the effort, as the same as the transposevix).
previous experience in acoustics and elastodynamics has Next, we similarly discretize LT4 as given by(15), to
demonstrated that DAA, yields high accuracy at low com- get
putational cost. L -
To match(21) to Laplace-transformed12) for s— oo, [B+(bs) "AJt(s)=T u(s), (29
we write (21) as (+s 'Ty)t=(U,+s *U;+52Uy)sl  where
and preoperate both side of this equation with-§ 1T,);
this yields B= J wB,vdS, A= J WAy dS, T= J wT, vds
[14+0(s 2 fT=[Up+s~H(Uy — ToU,) + O(s2)]sT. s ° ° 30

(22
Then we partition these matrices in the mannefid and

Matching the two leading terms on the right side of thisfoIIOW the procedure used in Appendix C to proceed from
equation to the right side of Laplace-transform@d®), we (16) to (18): this yields

obtainU,= pcH(x) andU;—ToU,= pcr(X)C(X). _
To match(21) to Laplace-transforme(l.8) for s—0, we t(t)=Eu(t) +bFEu(t), (31

preoperate both sides @1) with (To—sl), which yields whereE andF are the matrix counterparts &, andF, in

[ToTo+O(s?) Jt=[ToUg+S(ToU; — Ug) + O(s?)TU. (19).
(23 Finally, we introduce the trial equation
Then we preoperate both sides of Laplace-transfor(i&g (sl_+'[o)"f(s)=(szL_J2+ sU;+ Up)U(s) (32
with T,T, and match tg23); this givesToUy=ToToE, and - R
T()Ul_ UOZ bTOTOFX .
Finally, we solve our four equations for the four un-

and follow the matching procedure of the previous subsec-
tion to obtain the boundary-element DAA

known operators to obtain, witl),=[E,— pcx(X)C(x)] t(t)+ Qt(t) = pcHu(t) + pc[ QH+ «C]U(t) + QEu(t),
X[pcH(x)—bF,] ™%, o (33
To=Q,, U,=pcH(x), Where(_lz[I_E—pCK_C][pclj—bE]*l. DAA; follows when

(24 «Cis taken as zero.
U= pc[ QH(X) + k(X)C(X)], Uo=QEy.
Thus introducing these int61) and inverse-transforming, !ll. EVALUATION PROBLEM

we obtain DAA ; as We include here an exploratory examination of po-

i(x,t)+th(x,t)=ch(x)U(x,t)+pc[QXH(x) roelastodynamic DAA accuracy by considering the problem
. of a thin, elastic spherical shell embedded in an infinite po-
+x(X)COOJUx, ) + QEU(X ). (29 roelastic medium and excited by an internal, uniform, step-
We retrieve DAA from this equation by taking(x) =0. pressure loading. The impedance surface is placed at the
shell-medium interface; thus at this interface, the radial mo-
tion of the medium’s solid and fluid phases are the same, but
the radial loadings are different. The shell is then removed
entirely, and the same loading is applied directly to the me-
As the operators contained {85) cannot be analytically ~dium; in this case, the radial surface loadings are the same,
evaluated, boundary-element discretization must be enPut the radial surface motions are different.
ployed to obtain solutions to practical proble(@mmerman
and Stern, 1994 To obtain the boundary-element DAA A Eormulation
forms, we generate a finite-element mesh on the impedance

D. Boundary element discretization

surface and employ the usual finite-element interpolations Because of the polar symmetry in this evaluation prob-
lem, formulation is greatly simplified. The wave equations
u(x,H)=vO)u(t),  txH)=v(x)K1), (26)  for the scalar potentials are given by the first(@f, but the

wherey(x) is a row vector of shape functions, and whereVector potential vanishes. It can be shown that solutions for
u(t) andt(t) are column vectors of nodal displacements ancthe two scalar potentials in the Laplace-transform domain are

tractions, respectively. Be=P(s)kn(rs/ D= P(S)ka(rs/ 34
First, we discretize ETAby applying Galerkin approxi- $r=Pr(S)ko(rs/Cr),  s=PS)ko(rs/cy), 34
mation to(12) (Brebbiaet al, 1984, which yields wherek, is the modified spherical Bessel function of zeroth

. order, given by
t(t)=pc[Hu(t) + «Cu(t)], (27)
N o . ko(£)=¢""e7¢, (35
in which the matricedd and «C are given by
— and P; and P are two arbitrary functions of. Using (34),
H:Jflf wHv dS, KC:Jflf WKCv dS. (29) (6), and(2), we find the following exact relation, at the im-
- - JsT 7 — - Js- 7 pedance surface=a, between the generalized traction vec-
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tor T={t,,—q}" and the generalized displacement vector
u= {Gn vUn}T:
sbyi(s)+4N/a  sbyy(s)
Shy(s) sbyy(s)
1

—
P12 -

= 2
pP2:Lsp  Ct

u,

(36)

where
pcics
(N +2N)(c?—c2)

CS
1+c¢/as

|
)

—
P12 _ i)
i cs

bii(s)= pratpn

+(x+2N%

(1
Ct

" 1+c/as

A+2N

PP12
= =2
pCs

P22

A+2N
pef

p2C

(1_

(x+2N%

A+2N

PP12
= —2
pCs

P22

N+ 2N
1-—=
pCt

|

—paxcic?
(N +2N)(c?—c?)

X[
Ct

~ 1+c/as

tpratpn

bia(s)=

P12

=]
i

CS
l+c¢/as

p+(A+2N)

R

22%s

o (A +2N) 22

=
P2Cs

R

(37
~cie;
(N+2N)(ci—cd)a

><|
{_ N+2N
—paLcic?

P~z Tpr
(N +2N)(c5—c)

boi(s)=

pcZ—(\+2N)
ci(1l+cs/as)

__ AMt2N
Pz Trwa
S

pCi—(N+2N)
cs(1+cg/as)

PCi—(A+2N)
ci(1+cs/as)

Ct
boo(s) = {
Note that most parameters are functionsof
The corresponding DAA, may be obtained directly

from (36) as follows. In the limit of larges (early time, (36)
can be reduced to

|

where the constantlsf]’zlimsﬂw [bij(s)]. Inverse transfor-
mation then gives ETA

pCi—(N+2N)
~ c(1l+cg/as)

bll b12

oo ee]
b21 b22

1 0
0 0

4N
as

su, (38

S—®,
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bi; bi|. 4N[1 O 39
= —_— u.
b3, b a|0 o0

In the limit of smalls (late time, (36) can be reduced to

- |4N|1 O 0 0
t:{? 0 0 +sbe{1 1 ]'J, s—0. (40)
Inverse transformation then gives LTA
AN [1 O 0 0.
t=? 0 0 u+ba 11 u. (42

Finally, we identify (39) with (12) and (41) with (18) to
formulate DAA, , as

) b7, by b7y bl 4N[1 O0]].
O e P N B b
b21 b22 b21 b22 a O O
AN |1 O
+Q? 0 OU, (42)
where
8N | bx—ab _boloz}
“aB| o0 0|
(43)

The simplicity of these equations relative (86) and(37) is
apparent.

For radial vibration of the thin spherical shell, the gov-
erning equation igJunger and Feit, 1986
Co|?
al " boh
wherew(t) is the radial displacement of the middle surface
of the shell,py(t) is the internal pressure loading on the
shell, andt,(t) is the radial traction at the impedance sur-
face; also,a is the shell's radiusp, and vy are the mass
density and Poisson’s ratio for the shell material, anpd
=[Eq/po(1—r3)1*2is the plate velocity for the shell, where
Eq is Young’s modulus for the shell material.

(44)

W(t)+2(1+vg) (Po—tr),

B. Exact and DAA results

For the step-pressure-loaded spherical shell, the radial
displacements of the solid and fluid phases at the interface
must equal the radial displacement of the shell. Therefore,
w=u,=U,; alsot,=t,—q. After Laplace-transformation,
(36) and (44) then yield

2
(o 1

_%.+__
a poh

+boi(s)+ bzz(s)]]

N
S?W+| 2(1+ vg) ?+S[b11(5)+b12(5)

(45

W= —Dp.
Poh Po

For a step loadingp,= Py /s, whereP, is the magnitude of
the loading.

For the step-pressure-loaded spherical cavity, the surface
loading is the same for both the fluid and solid phases, but
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FIG. 1. DAA and exact radial displacement histories for a spherical shelFIG. 2. DAA and exact radial displacement histories for the solid phase at
embedded in a poroelastic medium under internal step-pressure loading. the surface of a spherical cavity under internal step-pressure loading.

displacements in the two phases are independent. The gthat DAA, yields accurate results at early and late time, but

sired relation is obtained by inverting6), which yields fails to produce the pronounced overshoot._ In contrast,
DAA ., yields an accurate response for all time. The re-
o 1 | sby(s) —sbyy(s) |- (4g  Sponse behavior exhibited in Fig. 1 is quite similar to that

displayed by a spherical shell embedded in an elastic me-
dium (Geerset al,, 1997. A more comprehensive examina-
tion is required, however, to draw definitive conclusions in

G(S) | —shy(s) shbyi(s)+4N/a E

where G _(Js) = £4N/ a’)vs Dy2(S) )+ S2[b11(S)b(S) — b1A(S)b21(9)].
Becauseq=fp andp=t,=py, we find

this regard.
- S - Exact and DAA , results for the step-loaded spherical
U1=G(s) [22(S) = Tbaa(S) IPo cavity are shown in Figs. 2 and 3 for the solid and fluid

phases, respectively. The response behavior exhibited in Fig.
2 is quite different from that displayed by a spherical cavity
- _ in an elastic mediun{Geers and Lewis, 1997In fact, the
Un:@ {—sba(s)+ f[sbyy(s) +4N/a]}pe. latter more closely resembles the behavior shown in Fig. 1.
In Fig. 2, ug=aPy/4N, which is the static radial displace-
“Exact” time-domain results may be obtained by in- ment under constant pressufg. In Fig. 3, the fluid dis-
verting (45) and (47) numerically. Here we use the Stehfest placement increases without bound at late time. We observe

schemeDavies and Martin, 19790 generate results for the good agreement between the exact and RAAistories in
following sets of parameters. For the Biot medium, both figures.

p11=1405.5 kg/m, pi,=—0.25 kg/m,
p2o=470 kg/n¥, b=2.21x10° N s/nf
N=2.61x 10" Pa, P=1.546x10° Pa,

and (47

IV. CONCLUSION

Singly and doubly asymptotic approximations have been
formulated for a poroelastic medium described by Biot's
Q=9.76x 10° Pa, R=8.858x< 1(% Pa equations. The early-time approximation EJ#as obtained

which, taken from Zimmerman and Ste(h993, represent
the properties of coarse sand sediment. For the shell, 20.0

a=1.0 m, h=0.01 m, py=7700 kg/n,
Eo=1.195< 10" Pa, v,=0.28,

the last three of which represent the properties of steel.

Transform inversion is not necessary to obtain DAA- u_ 100}
based solutions. For the spherical shell, one merely solve
(44) and (42) simultaneously witht,=t,—q, t={t,—q,}",
andu={w w}" using any reliable time-integration algo-
rithm. For the spherical cavity, one simply solvgk?) for
u={u, U.}"T witht={p, fpg}". /

Figure 1 shows exact, DAA and DAA, displace- 0.0 “——5 5'0 X0 Z0 59 Mo
ment histories for the step-loaded spherical shely

_ 2 i ; PR
=Po/[2poh(1—wvp)(co/a)“+4N/a] is the static radial dis- Fig. 3. DAA and exact radial displacement histories for the fluid phase at
placement under constant pressBgandty=a/c. We see  the surface of a spherical cavity under internal step-pressure loading.
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with ray theory(Geers and Lewis, 1997The late-time ap- whereky, x5, andN are the solid’s “jacketed” bulk modu-
proximation LTA; was found by using a modified version of lus, “skeleton” bulk modulus, and shear modulus, respec-
a generalized reciprocal work relatiofZimmerman and tively, and wherex; is the fluid’s bulk modulus. Biot densi-
Stern, 1998and expanding the corresponding Green’s func-ies are related to the densities of the fluid and solid phases as
tions in the limit of smalls. The doubly asymptotic approxi- — _1_ — — _ —
mations DAA and DAA,, were then formulated by the pu=(1=T)pst(a=Dfps,  p=Tpst(a=Dipy,
method of operator matchin@licolas-Vullierme, 1991 All pro=—(a—1)fp; (A4)
apprOX|mat|_ons obtained reduc_e to th_elr coun_terparts fO|rn which pg is the solid’s mass densityy is the fluid’s mass
purely elastic and purely acoustic domains. Matrix poroelas- . — . o
. . . density, anda= a+b/(sfp;) is the complex tortuosity; the
tic DAAs were given for boundary-element analysis of com- : o : :
- . conventional tortuosityr is a purely geometrical quantity.
plex surfaces. A preliminary evaluation of DAA accuracy

was carried out by examining the surface response of a ste F-ach densit;p_ij reduces tg;; whenb=0.
y g b PN the limit f—0, p;—0, the poroelastic medium re-

ressurized spherical shell and spherical cavity located in a . ! . L
ipnfinite oroelgstic domain; good 2 reement bezween RAA Huces to an elastic medium; in the linfit> 1, N0, x,—0,
P 9 9 3 it reduces to an acoustic fluid. It can be shown that these

and exact displacement histories was observed. limits are, in fact, produced byA3), (Ad), (8), and + 2N

=P—Q?R with
ACKNOWLEDGMENTS 5 Kst 4AN/3 5 5 N
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DNAO001-94-C-0004, with Michael Giltrud and Douglas , «g 5 )
Bruder acting as Contracting Officer's Technical RepresenCi— cs—0, ¢;—0 asf—1, «,—0, N—O.

tatives. . . o
Note that the slow-wave speed vanishes in both limits.

APPENDIX A: MODE DECOMPOSITION AND
RELATIONS BETWEEN BIOT AND PHYSICAL APPENDIX B: EARLY-TIME APPROXIMATION ETA ,
PARAMETERS
_ _ Early-time asymptotic relations are obtained in the limit
Introducing (6) into (3) and (5) with F=0, V=0, we  s—o. In this limit, the potentials ir7) may be found from

obtain ray theory agGeers and Lewis, 1997
(V2= ps?) s +(asV?— ps?) bs=0, Bi(x.9)
(AfV2+dg) s+ (AV2+dg) =0, A1) | Ps(x9)
~ e P(X,s)
V2t k=0, ] . ]
7
where, withf ands denoting “fast” and “slow,” ex% T $1(Xo,S)
ars= N+ 2N+ aAs g, R:R; 2

(A2) - exp(—sc—") bs(x0.9 |. BY

dt 5= — At o(p22/ R)S?+ arp s, (TR (71 R,)

s
Compatibility of the first and second dAl) leads to the 9XF< - C—”) #(Xo,S)
formula for A 5 given in (9). We observe that all the equa- - !
tions in (Al) are satisfied when the potentials satisfy theHere (£¢,7) form a triad of local orthogonal coordinates
Helmholtz equation,(7). Consequently, in the absence of (With 7 constituting the ray directionx, denotes the posi-
body forces, three modes of wave propagation are present fpn vector for a point on the surface of interest, ddand
the Biot medium: fast wave, slow wave, and shear waye. R, are the principal radii of surface curvaturexgt From
cs, andc, are the fast-, slow-, and shear-wave speeds, reB1), we can obtain

spectively. - (s _ -
Relations between Biot moduli and more physically _ (—+K ?¢(Xg,S)
based moduli ar¢Biot and Willis, 1957; Johnson, 1984 5 d:(X,S) Csf
:(1—f )(1—f_Kb/KS)KS+beKS/Kf+iN I ¢s(X,S) =— C—S+K ds(X0,S)
1—f—kp/Kkst (Ks/ke)f 37 ¥(x,s) X S _
—+k ‘p(XO!S)
(I f—kplkd)fxs (A3) L \ G J
Q= 1—f—kp/Kkgt+ (sl ki)’ and (B2)
e 2k Jd 0
1 f—kpl kst (Kl k) & )_(74"()_ ’
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where « is the mean curvature, given by=(R;+R;)/ Laplace-transformation of the second @ yields for

(2R(Ry). normal fluid displacement,
Introducing(B1) into (6) we find ~
c g( ~) (6) S b V@) @5
U.= a¢s+&iﬁf) P22 PaS”
" \adng dn)’

Utilization of (B3) then gives

~ P 7 11T
ugz—(a 7 T2k — + R, "R "¢ |, ~  Pro_ 1 9
7 an Al - 7 2 2
(B3) Uyt U= g 5y (ATt ATV ). (B6)
- Py W o117 , , -
Us;=-— W +2k W +R; "R, "], Finally, with (B1), we may express the wave equationg®f
as
-~ 2~ 2~ ~ —~
q_AsV ﬁbsdl'AfV d’f, &2¢f,5 (9¢f,s_ 52 -~
n? A gy T, e
where V2= 3%/ 95>+ 2k(dldn). Further, from(2) and (B3) f.s
we may express the local stress field in terms of the poten- ~ - 5
tials, from which the surface tractions follow as I 1z

~ ST ~
-1lp—-2, _
0,)—772—+2K W+(R§_ Rg)R{ Rg lﬂg—gf lﬂg, (B7)

-~ Q. 9~ ~ -~
Tem g A=4kN o (Dt do)— (+2N)(V25)

8224 &E{ 2 Sz —~
—(A+2N)V2¢,, K t

~ d 02’@ 0’% 11~ Now, eliminating the potentials contained(B3)—(B7),

=N an ( an? 2K Er Re "R e (B4 \with help from(B2), we obtain the relation between traction

~ - and displacement vectors, given @2) with t, u, H, andC

~ 9 [ Yy Wy =~ replaced byt’, u’, H’, andC’. The components ifiL4) that
1,=N— | = +2k — +R; 'R; "y |. .

K an \ dn an are produced by this process are

2
Cfoocsoc

Rp1,—Qpao C?.+CiCertC2|  p2p( N+2N )
hyy= +pp—————(A+2N B
11 (A +2N)(Con+ Cr20) [Pll P12 R ( ) fzm gw pos | poCinCor

prap=R ( , A+2N ( , A+2N ]
- OC_ COO_ L
(Rp12_Qp22)C%ooC§oc s % f o
oo P2L1xChr [Rplz_szz_(l+ 7\+2N) p12R ]
(N +2N)(Cg+Cin) p1R PCtxCss/ Rp12—Qp2g)’
oo_Pr| Ce PCio:Clr P-p22R(CZ. — (N +2N)/ p..)(CF.— (N +2N)/p..)
1 Ctoo Cfoo+csoc ()\+2N)(Csw+cfcc) (A+2N)(Rp12_QPZZ)CfOC(Cfoc+Csoc) ’ (88)
2
h _P_22 Csoc + poccfoocsac
M . | CrotCo  (NF2N)(ContCiao) |’
_ 4N Q P1£FCh  Q PuCioCen A+ 2N A+ 2N
= e R A+2N ' R an(A+2N) p.C2, p.cZ ||’
Q CrC, PoLT-Co
c.=VN/p, Ci= "P2R Y oN T T (nr2N)?’
o PocCtonCl (L= (N+2N)/ €2, ) (L= (N +2N)/p..C2.)  p1op2:CraCe
f1=— -

(A +2N) a.. (A+2N)?
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where the subscript denotes the limiting value of the cor-

responding parameter as-o; from the second of13), cs., Tji=AUyik Nj+N(Ujj i Nt Uy j i) — 7 Yain;,
=limg_,..(cs)=cC.
We obtain(12) itself by transforming from local to glo- i=1,2,3,4;j=1,2,3, (c4)
bal coordinates using the standard relations
, ) P12 U44j n| o
u'(£D)=Qu(x,t), t'(&)=0t(x,t), (B9) Thi=— p_Uk' K+ et i=1,2,3,4.
where u’ ={ug,u;,u, UntT, t'={ts t,t,,—an}’, u(xt) The Green’s-function potentials (€3) are
:{Ul,UZ,U3,Un}T andt={t1,t2,t3,—q}T.
Cis " Cis ‘
$r=— (1-e%"), dy=—"" 2 (1—eks),
APPENDIX C: LATE TIME APPROXIMATION LTA ;
C: _
Late-time asymptotic relations are obtained in the limit ~ #1=— (1-e'), (CH)
s—0. Appropriate Green’s-function and reciprocal-work re-
lations have been obtained by Zimmerman and Stt8&93
in the frequency domain; the following corresponds to their ¢f2_ (1 ki), ¢,52_ (1 elks",
formulation expressed in the Laplace-transform domain.
We define two vector§V andG as where
— T_ ~ o~ T
W={wy,Wz,Wz,W,}"={U;,U,,U3,q} ", o _ aR—Aq ~ aR— A
=== o (€ U Zmp(AAY” T Gmp(AeAY
G={9:,92.93.94} ' ={F1,F,,F3,V}". oA A) mp(As—Ar)
Then, from Zimmerman and Steftt993, 1
C=aan k2’ (€6
Wi(X):fs[uji(X:y)tj(y)_Tji(X’y)Wj(y)]dS(Y)a Cori=— R = —C,..
4ws*(Ar—As)p22 s
i=1,234, (€2 The wave numbers are given lwy s \=is/c s, Other pa-

. ram
whereS denotes a closed surfade,denotes the surrounding

eters are defined i®). It can be shown fronfAl) that,
anZas/p—>0, the appropriate forms apg; and ¢,

¢s12=Cy/r. This corresponds tks=is/cs—i% in

) . whe
porous medium, and; andT;; are Cartesian components of are
the Green'’s displacement and stress tensors. (C5)

The Uj; are given by

Low-frequency behavior is found by expansion of the

potential functions ofC5) in the limit s—0. Taking notice

U 2 (it do) 8 iy iy that most parameters asedependent, we obtain
= gyy oy TP Gy oy ayy oy .
r
ih,j=1,2,3, ¢11=Dgy Cos 20f0>, ¢sl:Dsl<m_ zg)
U= (drot de), =123, =Dy e €7
&yl 3 t thzo Ctoslz ,
& . 1 r 1
Ugi= EYREvRES (Ardiit+Ashsr), 1=1,2,3, $12=Dra .~ #s=Dp2 2% %y
in which
(?2
U= &y Wi (Af¢f2+As¢32) ) _p+ R+2Q - pR_Q2 - N
| G ThPrRi2Q) O
where g1, dio, ds1, andes, are the Green’s-function po-
tentials; expressions for these are given belowm(aB), the _ 1 _ PR-Q? c8
origin of the reference coordinate system coincides with the fi— 47-;p5' S 4mb(P+R+2Q)%’ (€8
observation point, i.er,=|y|. Note that our expressions for
A; andAg are different from those of Zimmerman and Stern D.——D D R+Q
(see Sec. | B TheT;; are given by t 1 PR b(P+R+2Q)
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wherep®=p11+ part2py,.
The introduction of(C7) into (C3) yields the Green's

displacement tensors for the Biot medium in the low-

frequency limit;

o_ Gji DI Dt1 Dg
ji = =t
i2r Co \Cho C%
Yiyj[Dt (Dfl Dy ” .
3|zt = 1,]=1,2,3,
2riJcp | Cho  Co
o Dr2 Yi
i4a=
2¢%, r’
D Dy
ug= (—#Afo TAso)Zé, i=1,234,
o Di2Ag
“r Cgo’
where
PR—Q?

Afozm, Ag=—(Q+R). (C10
From these, the Green’s traction tensors may be obtained as,
with i,j=1,2,3,

B MY+ nYi+ 6V 3YiY Yk
N Al r3 I,-5
n; Sy D n:
Sl 2
t0 10
- Q Dfl Ds1) Yin;
+ —_— —_—
R AfO Cfo ASO Cgo r3 ’
n;  3y;YyxNk Dty Dsi| Dg
T?ﬁ“‘[(ﬁ‘ p Afo—2—+Aso—zs— +2—Csz—
sO
Dt QD¢ n;
N5 Awl
¢y R ¢y r
(C1)
1 Dty Da )(nj 3Yijnk)
g — + 2 Aol -
4] (p2252)<cf0 f0 2, P03 5
yyk k
—EFAZ 55 s,
70 _ Di2 YNk Dr2 Aso Yik
M2c, 1 (ppst) ¢y P
where
_[Ds1 Dy Dg [ Du Dy Dg
AM=|=Z+Zz+=]| A=|—Ft+o2—
Cto Cto Ceo Cto Cio Cso
(C12

Ost
B.. —!
* ps ~ | Tss ¥st|o
t= u, (C13
b ﬁ |
14 bs

where the operator components are defined 1. This
equation can be rearranged and inverse-transformed to obtain
(18).

In the reminder of this Appendix, we examine the lim-
iting cases of a pure elastic medium and a pure acoustic
medium. One common feature of these limits is the vanish-
ing value of the slow wave speeq (Appendix A).

1. Pure elastic medium: f—0,p;—0

In this limit, e'ks" disappears from botkp; and ¢, in
(C5). Furthermore, according t6A3), Q—0, R—0, and
P— ¢+ 4N/3. The interaction terms iC13 vanish with
the fluid phase, andN/P—1/(4/3+Kks/N)=(1—2v)/2(1
—v). Thus the components of the Green’s displacement ten-
sors for the poroelastic medium reduce to

YiYi

(3—4v )——4————,

U= (C14)

167N

which we recognize as those of Kelvin's solution for an elas-
tic medium. The same limiting process yields fr¢@4) the
components of the Green’s stress tensor for an elastic me-
dium:

e v)[yu{(l 2v)9) yjy}

—%1—2w<&2§;ﬂﬁn.

Finally, if we restrict the indices,j to vary from 1 to 3, then
(C2), together with the Green’s tensors @14) and (C15
reduce to the familiar Somigliana’ identitCruse and Rizzo,
1968.

(C19

2. Pure acoustic medium: f—1, k,—0, N—0

In this limit, e*s" again disappears from bothg; and
¢<» in (CH). Furthermore, according tA3), Q—0, P—0,
N—0, andR— ;. The interaction terms itC13) vanish
with the solid phase and so does the drag parantet@®are-
ful evaluation of the second matrix equation(@f13) in this
limit results in

(C16

—477C’5+f Yl k)p dS—pff —f ds,
wherep; is the fluid density anafzszuf is the fluid accel-
eration. The minus sign in front of ACp may be eliminated
by changing the signs of the normal of the surface and the
displacement so that they point outward for the closed sur-

Now that all the low-frequency Green's-tensor compo-face S. Finally, when the observation point lies on the sur-
nents are available, we may proceed to derive the late-timtace, 4rCp may be incorporated in the integral on the left to
asymptotic approximations. After some algebra, we findconvert the Cauchy principle integral to a regular integral.

from (C2)
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n, as
f(—g—yk k)’ﬁd8=pff “tas (c17)
o\ T FIOa

which is the well-known hydrodynamic relation.
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Phenomenon of leaky free waves in the modal response
of a uniform cylinder

G. Maidanik and K. J. Becker
David Taylor Model Basin (NSWC/CD), Bethesda, Maryland 20084-5000

(Received 8 November 1996; accepted for publication 20 May 1997

The phenomenon of leaky free waves in the modal response of a uniform shell is mar(ifest if

the absence of fluid loading the locus of the free waves as a function of frequency crosses from the
subsonic region to the supersonic region across the sonic locus2aim the presence of fluid
loading the fluid surface impedance at and in the vicinity of the sonic locus is high and the
introduction of this fluid loading does not, in itself, prevent the free waves of concern from reaching
the sonic locus. In this consideration the sonic locus remains fixed relative to the properties of the
shell and, therefore, changes in the fluid loading, on a given shell, are induced by changes in the
fluid density only. The phenomenon of leaky free waves in the modal response of a uniform cylinder
is investigated. It is found that two distinct examples of leaky free waves are manifested. The first
is associated with the flexural free waves that reside in a frequency range that lies above the critical
frequency with respect to the speed of sound in the fluid, and the second is associated with the
curvature free waves that reside in a frequency range that lies below the ring frequency. The
phenomenon of leaky free waves in these two examples is computed, displayed, and discussed.
[S0001-496607)04809-1

PACS numbers: 43.20.Jr, 43.20.Gp, 43.20.Th, 43.40JE4]|

INTRODUCTION this phenomena with respect to the “membrane free waves”
at the lower frequency range, where/,)<2.0, is hardly

In a recent report and a recent paper the authors deafamiliar, the story in this paper begins with extrapolation of
with the analysis of the normalized modal respogék, w) the investigation into the higher frequency range just
of hybrid andnatural fluid-loaded cylinders subjected to a defined®> Under the conditions thate{/wc)<1 andn
normalized modal external drive,(k, w), where k) isthe =<9, the phenomenon of leaky flexural free waves occurs in
axial wave number variablgw) is the frequency variable the partial response of a panel, and the modal responses of a
and () is the circumference mode index? Section Il of  hybrid cylinder and a natural cylindéindeed, the literature
Ref. 2 is to be considered an integral part of this Introducdeals with this phenomenon in all three of these shefls.
tion. In particular, Eqs(1)—(15) in Sec. Il of Ref. 2 now  Moreover, the differences in this phenomenon with a specific
become Eqs(1)—(15) in the present paper. In this section the shell form are negligible; once it is accounted for in one
investigation is limited to situations for whicho(/wc)<1;  shell, it is well nigh accounted for in any of the oth&r®n
to the lower mode indices)<9; and to the spectral range the other hand, it is recognized that neither the panel nor the
{020/ /wo)}={(ak),(w/wc)}={75,0.6, where @) is the  pyprid cylinder exhibit membrane free waves and, therefore,
radius of the cylinder, &) is the ring frequency, and«(;) is o1y a natural cylinder is relevant to investigating the phe-
the critical frequency of the flexural free waves with respect,omenon of leaky free waves at the lower frequency range,
to the speed of soundc]. [In this paper, as in Ref. 2, the \yhare (/0 )<2.022 In addition, the present paper deals
_ratlo of the §peed of soun«_tX to the Iongltudl_nal speed(), with uniform shells only; ribbed shells are dealt with in a
in the plating of the cylinder, remains fixed. Therefore’companion paper that follows.

Ch?‘”ges ir.l the ch_a-racteristilc impedanpe of th? fluid, on a Accepting that “familiarity breeds contempt,” the leaky
cylinder with specific material properties, are induced byflexural free waves phenomenon at the higher frequency

changes in the fluid density) only.] As much as this spec- . .
tral range is of interest, there is a compelling investigativerange’ where ¢/wc)=1.0, is briefly repeated here so that

interest to extrapolate the range at both extremities. Of chietlhe subsequent comparison with the leaky membrane free
concern in this paper is the extrapolation that involves thdV@ves phenomenon at the lower frequency range, where
phenomenon of “leaky free waves.” As can be inferred,(w/‘”r)s_z'o’ can be facilitated. .

here the phenomenon of leaky free waves is manifest and At this early stage a word or two about the figures pre-
investigated in the normalized spectral domain; namelySented in this paper may be useful. Typically, the figures
either in the {(ak),(w/wy)}-domain or in the depict the normalized quantity5(k,»)| “as a function of
{(ak), (ol w,)}-domain® Since this phenomenon with re- (ak) in a frequency waterfall formatThis quantity is dis-
spect to the “flexural free waves” at the higher frequencyplayed in terms of the quanti@é(ak) as a function of §k).
range, where ¢/w.)=1.0, is reasonably familiar, whereas These quantities are related in the manner
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g&(ak)=log [|§k,wo+(q+ 1)Aw}|10° range previously considered in Ref. 2 and extends the nor-
_ malized frequency range to an octave above the critical fre-
=qg+log|S{k,wp+ (q+1)Aw}, guency; the zoom on in the higher spectral range is thus
defined:{70,0.5<{(ak),(w/».)}={150,2.3. [As already
where () is the frequency lower boundy,<w; (Aw) is  mentioned, in this range the parti@r moda) response is
an incremental frequency band; and) (is an integer substantially invariant to the form of the sh¢ithe phenom-
bounded by E&Eq=q;. As stated in the figure captions in enon of leakage of free waves is advantageously introduced
this paper, theS(k,w), in S q(ak), is the normalized modal via a situation in which it is absent; a situation of light fluid
responseV..,(k, ). This equation states that the frequencyloadlng Note that a moderate fluid loading is characterized
is identified on the stepwise frequency axis by the frequency the standard fluid-loading parameteg— 1072, a light
pseudonym 19 which locates the origin of the curve per- fluid loading is characterized by.<10"*, and heavy fluid-
taining to the normalized frequencyw(w,)=[(we/w,) loading parameter by, =10"1. Also note that the change in
+(q+1)A(w/wg)]. It follows that the number of curves in the fluid-loading parameter, in the context of this paper, is
a figure is equal to the “upper bound integerdjj plus one  €effected by the fluid densitip); the fluid speed of sounc}
and that () is merely a convenient normalizing frequency. remains unchanged. Figuréal—(c) depictsV..,(k,»), as a
The spectral range for a display is defined by function of (ak) in a frequency waterfall format, in the
higher spectral range just defined, for three values of the
{(akp),(wol/we)}={(ak),(w/w)}={(aks),(wi/w.)}, mode index;n=0,1, and 9, respectively, and for light fluid
loading;e.=10"“. The sonic locus is superimposed on these
yielding an estimate ofqg; in the form [(w;/w,)  figures so that its location can be identified. The flexural
—(wolwe)]=(q;+1)A(w/w,). For example, from Fig. locus, constituted by the ridges and associated peaks, defines
1(a) it is deduced that 68q;<70; indeed, in this figure the flexural free waves in these figures. Clearly, as the nor-
(wo/wc)=0.47,q;=65, andA (w/w.) =0.03, where the nor- malized frequency increases from/(w:)=0.5, the flexural
malizing frequency ¢.) is identified to be the critical fre- locus converges on the sonic locus from the subsonic region.
quency of the flexural free waves. Analogously, from Fig.When (w/w.) reaches unity, this convergence is completed.
6(a) it is deduced that 989;<103; indeed, in this figure As (w/w¢) is increased beyond unity, the flexural locus
(wo/w,)=0, gy=101, andA(w/w,)=0.014, where the nor- crosses the sonic locus unimpeded and begins to diverge
malizing frequency ¢,) is identified to be the ring fre- from it into the supersonic region. The flexural locus di-
guency of the cylinder. Situations arise in which a feature inverges more and more from the sonic locus asaf.) fur-
a display may be accentuated were the number of the digher increases on to 2 and beyond.
played curves made more sparse; e.g., by successively dis- Figure Za)—(c) repeats Fig. ®—(c), respectively, ex-
playing only one out of a fixed number of curves. This spe-cept that the standard fluid-loading parameter is restored,;
cific procedure is used in this paper; e.g., in Fig)®every £.=10 2. The sonic locus, defining a spectral region of high
other curve is omitted and, therefore, only 33 out of 66fluid surface impedance, is discernible in these figures. Even
curves are shown. Analogously, in Figiabtwo curves out for this moderate fluid loading, the fluid surface impedance
of three are omitted, and therefore, only 34 out of 102 curvess high enough to imprint the sonic locus on these figures.
are shown. Other variations on the display theme may b&his high fluid surface impedance at the sonic locus estab-
similarly defined and introduced when one or another featuréishes a barrier which impedes the crossing of the flexural
calls. The sonic locus positions in the figures are determinedree waves from the subsonic region into the supersonic re-

in the context of the paper, in the compatible form gion. As the normalized frequencyww(w.) increases past
unity, the flexural locus is held at bay adjacent to the barrier
(ak)?=[(wo/we) +(q+1)A(w/we)}2(aks)?—n?, on the subsonic side. As the normalized frequency is further

increased, however, a gradual commencement of leakage of
flexural free waves through the barrier at the sonic locus into
their rightful place in the supersonic region occurs. The leak-
age is substantially completed whea/@,) is 2.

The higher fluid loading, which is essential to the mani-
festation of the phenomenon of leaky flexural free waves,
introduces an additional phenomenon. Clearly, the flexural
free waves that are in the supersonic region are efficient ra-
| PHENOMENON OE LEAKY ELEXURAL EREE diators compared with those in the subsonic region. When

WAVES IN A ELUID-LOADED UNIFORM CYLINDER quici Ipading is I_ight, this difference is not significant since
radiation damping, even for the supersonic-flexural free

From Eq. (133 the absolute value of the normalized waves, is not high enough to compete with the inherent me-
modal responsi/..(k,w)|[=|G.n(k,)|] is evaluated as a chanical damping. However, when fluid loading is moderate,
function of (ak) in a frequency waterfall formdt’ The the radiation damping of the supersonic flexural free waves
evaluation in this section is a “zoom on” the higher spectralbecomes significant, as can be verified by comparing Figs. 1
range in which the critical frequency is approached and surand 2.
passed. This spectral range starts at the upper limits of the Figure 3al), (b), and(c) repeats Fig. @—(c), respec-

ke=(wc/C),

where, again, &.) is merely a convenient normalizing fre-
guency and @) is the integer just defined with respect to the
frequency waterfall format.
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tively, except that the fluid-loading parameter is changedarrier. The more gradual leakage across the more effective
from the moderate standard value of £Qto the high value barrier results in a wider frequency band to complete the
of 10" 1. Comparing Figs. @&1), (b), and(c) and Za)—(c), leakage. Thus, this frequency band in FigaB, (b) and(c)
respectively, shows the increased effectiveness of the fluids wider than in Fig. 2a)—(c), respectively. Indeed, the
loading barrier in the former set of figures and the accompaeompletion of the leakage in Fig.(&l), (b), and (c) takes

nied decrease in the leakage of flexural free waves across thigace beyond the frequency range used for these figures, as
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Fig. 3@2 attests. Moreover, as expected, the radiatiorioading, transit, as a function of frequency, across the sonic
damping of the flexural free waves, in the supersonic regionlocus. In addition, the fluid loading needs to be high enough
is higher in Fig. 3al), (b), and (c) than in Fig. Za)—(c), to establish an effective barrier that substantially impedes
respectively. this crossing. The flexural free waves in a panel, in a hybrid
The phenomenon of leaky free waves is thus predicatedylinder, and in a natural cylinder satisfy the first of these
on the existence of free waves that, in the absence of fluidequirements. Are there other types of free waves on a shell
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FIG. 3. As in Fig. 1 except that the fluid-loading parametey) (is changed from the value of 16to 107 1. (a) n=0. (a2 As in (al) except that the spectral
range is extendedb) n=1. (c) n=9.

that similarly satisfy this first requirement? The natural cyl-1l. BEHAVIOR IN THE LOWER FREQUENCY RANGE
inder is the only shell of these mentioned that needs to b&F THE MEMBRANE FREE WAVES IN A
examined in light of this question; the other two shells sup—NATURAL UNIFORM CYLINDER

port, by definition, flexural free waves only, whereas the Again, advantageously the phenomenon of leakage in
natural cylinder supports, in addition, membrane free waveshe membrane free waves is introduced via a situation in
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FIG. 4. The normalized modal respong(gn(k,w) as a function of k) in a frequency waterfall format pertaining to the lower spectral range. Standard
parametric values are used, except that the mode indpxs(zero and the fluid-loading parameter.) is as specified. Superimposed is the sonic locus
represented by discrete dota) A hybrid cylinder;s.=10%. (b1) A natural cylinder;e,=10"%. (b2) £,=10"2. (b3) £,=10"1.

which it is absent: a situation of light fluid loading. From Eq. <{(ak),(w/w®,;)}=<{25,2.4. The modal response, pertaining
(133 the absolute value of the normalized modal responséo the membrane free wave ,is more characteristically iden-
[Voon(k,w)=[=|G.,(k,w)|] is evaluated as a function of tified in a frequency waterfall representation that employs a
(ak) in a frequency waterfall formdt’ This evaluation is frequency normalization by the ring frequenay,§, rather
confined to the lower spectral range defined {9,006  than by the critical frequencyqf;). Figures 4a) and (b1)
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FIG. 5. As in Fig. 4 except that the mode index) (is unity. (a) A hybrid cylinder;e,=10"%. (b1) A natural cylinder;e,=10"%. (b2) £,=10"2. (b3) &,
=10"%

and 5a) and (bl) are evaluated under standard parametricd(bl) and 5bl) pertain to a natural cylinder. Comparing
values except that the fluid-loading parameter.)(is  Figs. 4a) and 5a) with Figs. 4b1) and 8bl), respectively,
changed from the standard value of £Go 10 4, and in the  shows that the membrane free waves are composed of lon-
first set of figures the mode indeX( is zero and in the gitudinal and curvature free waves in Figh4) and of lon-
second and standard value of unity prevails. Figufesahd  gitudinal, shear, and curvature free waves in Figplh

5(a) pertain to a hybrid cylinder and the corresponding Figs.  Figure 4b1), for which the mode indexn) is equal to
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zero, exhibits the birth of the longitudinal free waves atFig. 5bl) only marginally a potential candidate to exhibit
{(ak), (o/w,)}={0,1.0}. In the normalized frequency range the phenomenon of leaky free waves.
below unity, (w/w,)=<1, the longitudinal locus is absent. Clearly, for a mode indexn)) that exceeds unity, the
Close to its spectral place of birth, the speed of the longitucurvature of the cylinder is even weaker than it is for a mode
dinal free waves is high, decreasing rapidly, and convergingndex of unity and, therefore, the conversion of the flexural
onto the longitudinal speed() as the normalized frequency free waves into curvature free waves is less effective. Under
(w/w,) increases past unity; the longitudinal speeg) (s  the parametric values specified in Ej5), which are central
independent of frequency. On the outside and adjacent to tHe the evaluations in this paper, the phenomenon of leaky
longitudinal locus lies an “antilongitudinal locus” that is Waves is not expected for mode indices that exceed unity, is
defined by valleys and associated nadirs. This antilongitudionly marginally expected for a mode index of unity, and is
nal locus maintains the longitudinal speed and it continue§l€finitely expected for a mode index of zero.
uninterrupted as the normalized frequenay/,) is de-
creased below unity on to the spectral origin at!ll. PHENOMENON OF LEAKY CURVATURE FREE
{(ak),(w/w,)}={0,0;. Again, there are no shear and anti- WAVES IN A FLUID-LOADED NATURAL
shear loci patterns far=0.! Finally, the flexural free waves UNIFORM CYLINDER
at the lower frequency range, where/,) <2.0, are super- A “zoom on region” where the phenomenon of leaky
seded by curvature free waves. The speed of the curvaturirvature free waves can be effectively and conveniently ob-
free waves surpasses that of the corresponding flexural freerved is, in the lower spectral range, defined {yC}
waves more and more a®{w,) decreases below 2 and on ={(ak),(w/w,)=<{4.0,1.4; this spectral range is sufficient
to unity [cf. Fig. 4a)]. As (w/w,) decreases further below to expose the essential features in the phenomenon. Figure
unity, the speed of the curvature locus, which defines thé(a) is the zoom on region taken out of Figbd); in these
curvature free waves, assumes the longitudinal speed, podigures the mode indexn] is zero, and the fluid-loading
tioning itself on the outside of and adjacent to the antilongi-parameter £) is light at 10°. In Fig. 6(a), as in Fig. 4b1),
tudinal locus. The curvature free waves in that position ardhe leaky free waves phenomenon is absent. Fig(sg ré-
guided by the antilongitudinal locus all the way to the spec-Peats Fig. 6a) except that the standard fluid-loading param-
tral origin. Since the longitudinal speed, is higher than ~€ter is restoredg.=10"2. Observe that in general the lon-
the speed of sounct], as defined in Eq(15), the curvature gitudinal free waves are substantially subdued by radiation
free waves emerge as a potential candidate to exhibit thdamping that the fluid loading encourages; after all, the lon-
phenomenon of leaky free waves. Confluently, this descripgltudlnal Io.cus Iles_m the_supers_onlc spectra region. More—
tion designates ¢,) to be the “critical frequency,” with ~ OVer thg higher fluid loading in Fig.(B), as compareq.wnh
respect to the speed of sound){ of the curvature free that in Fig. 8a), tends to delay and mollify the transition of
waves pertaining to the zeroth-mode index. curvature free waves from the flexural freg waves that they
Figure §b1), for which the mode indexr() is equal to superse_deécf. the Appendix. As the normalized frequency
the standard value of unity, exhibits both the Iongitudinal(“’/ o) IS decreased past unity, the curvature free waves are

locus and the shear loctidvVloreover, each is accompanied held at bay by the fluid-loading barrier at the sonic locus.

on the outside by an adjacent antilocus; an antiIongitudina'I:urther decrease inwfw;) Introduces a gradu_al leakage of
. . . curvature free waves that gradually reestablishes the curva-
locus and an antishear locus. In Figh®) neither of these

loci nor the accompanying antiloci extend beyona/d,) ture locus at its rightful position adjacent and on the outside
1 . panying . =Y © ., Of the antilongitudinal locuscf. Fig. 6@]. The leakage is
2 the birth of the Ic_mg|t_ud|na| locus is at_ a higher normal complete when the normalized frequeney ,) reaches the
ized frequency than in Fig.(1) and the birth of the shear '

L . - value of £ [cf. Sec. | and, in particular, the comparison be-
locus in Fig. %bl) is at (w/w,)=3%. The longitudinal and 3 P P

) Lo . ' .~ tween Figs. la) and 2a)]. Figure Gc) repeats Fig. () ex-
antilongitudinal loci asymptotically approach thg Iongltudl-_ cept that the standard fluid parameter is changed to the
nal speed ¢;) and the shear and anti-shear loci asymptotl—higher value of 10. Compared with Fig. @), the features

cally approach the shear speed)( none of these loci cross j,"rig g(c) that are associated with the influences of fluid
or even closely approach the sonic locus and, therefore, NONGading and, in particular, with the phenomenon of leaky
is a potential candidate to generate leaky free waves. On thg,ature free waves are more pronounced. Again, the nor-
other hand, again at the lower frequency range, whergnajized frequency band to complete the leakage is wider and
(ol w;)=2.0, the flexural free waves are superseded by Curaxtends further toward the spectral origin{&k), (w/w,)}
vature free waves. The speed of the curvature free waves {0 0} (compare Figs. 2 and)3

surpasses that of the Corresponding flexural free waves more A zoom on region where the margina| phenomenon of
and more asd/w,) decreases below 2 and on to unitf.  |eaky curvature free waves can be effectively and conve-
Fig. 5@]. As (w/w,) decreases further below unity, the niently observed is in the same spectral range employed in
speed of the curvature locus become more and more indgig. 6. Figure 7a) depicts the zoom on region taken out of
pendent of frequency as it makes its way toward the spectratig. 5b1); in these figures the mode inder)(is unity and
origin at {(ak),(w/w;)}={0,0,. In Fig. 5bl) this the fluid-loading parametee() is light at 10 . In Fig. 7(a),
asymptotic speed is approximately the shear spegd fa!, as in Fig. %a), the leaky free wave phenomenon is absent
may be a shade lower. In addition, the off-set in the sonieven in a marginal form. Figurg)) repeats Fig. @) except
locus whenn=1 helps render the curvature free waves inthat the fluidloading parameter is restored to the standard
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value of 102, Observe that, in general, the longitudinal andflexural free waves that they supersede. Ag«,) is de-
the shear free waves are substantially subdued by radiatiamreased past unity, the curvature free waves are held at bay
damping that is caused by the increase in fluid loading; Eqby the fluid-loading barrier at the sonic locid. Fig. 7(a)].
(15) dictates that both the longitudinal and shear loci lie inThere is no true leakage; the curvature locus is merely held
the supersonic spectral region;>c,>c. Moreover, the adjacent and on the subsonic side of the sonic locus all the
higher fluid loading and mode index in Figbf as compared way to the spectral origin. Figure(@ repeats Fig. (b) ex-
with Figs. 7a) and Gb), respectively, conspire to delay and cept that the standard fluid-loading parameter is changed to
mollify the transition of the curvature free waves from the the higher value of 10'. Again, compared with Fig. (B),
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the features in Fig. (€) that are associated with the influ- APPENDIX

ences of fluid loading and, in particular, with the marginal

phenomenon of leaky curvature free waves, are more pro- The mollifying effects of fluid loading on scattering and
nounced. Indeed, the transition of the curvature free wavesither structural response phenomena are well knbtrit
from the flexural free waves that they supersede, is suffimay then be helpful to briefly consider the role that fluid
ciently delayed and mollified by the increased fluid loadingloading may play in the transition, as such, of flexural free
that the phenomenon of leaky curvature free waves, in Figwaves into curvature free waves. Since this transition is more
7(c), is not even marginally manifestédf. Fig. 6b) and(c), pronounced the lower the mode index is, only0 andn

and the Appendik =1 are selected for the investigation in this Appendix.
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~ Figure 4b2) and (b3) repeats Fig. @1) except that the  (w/w,)=(3) the curvature free waves are only just subsonic
fluid-loading parameterse() is changed from 10* to the  [cf. Fig. 7(b)]. On the other hand, the effects are substantial
standard value of IC and to the higher value of 10,  from Fig. 5bl) to Fig. §b3). Indeed, the high fluid loading,

respectively. Disregarding the phenomenon of leaky curvap this case, renders the curvature free waves well nigh sub-
ture free waves that is discussed in the text, these three figpnic, as Fig. ) verifies.
ures clearly show that increases in fluid loading tend to delay
and molllfy the transition to curvature free waves from the 1G. Maidanik and K. J. Becker, “Phenomena of aliasing and pass and stop
ﬂexura_l free waves that they _SUpGI’Sé&GThESG effects aré  pands in the drive in lieu of ribs on cylindrical shells,” NSWCCD Report
only slight from Fig. 4b1) to Fig. 4b2), but are substantial ~ No. SIG-96/072-703¢1996.

. . . 2 : H m :
from Fig. 4b1l) to Fig. 4b3). Nonetheless, even at the high “C- ’Vl'a'?ahl)kbagd KI j- ngljerA, COT%JtatlzzlgfLt;iSr;ogZ;;elsgggse of

1 . regularly riobed cylinaers, . ACOUSL. S0cC. y - .

value of 10~ for the fluid parameteré), the delay and 55 hic 00 "G Maidanik, and H. berall, “The splitting of dispersion
mollifying effects of fluid loading are not sufficient to scuttle  curves for the fluid loaded plate,” J. Acoust. Soc. A8, 2365-2367
the phenomenon of leaky curvature free waves, as Kig. 6  (1995.
verifies. 4D. G. Crighton, “The green function of an infinite, fluid loaded mem-

. . brane,” J. Sound Vib.86, 411-433(1983; “Transmission of energy
. Flgur_e 3b2) and (b3) repeats Fig. @1) except that t?e down periodically ribbed elastic structures under fluid-loading,” Proc. R.
fluid-loading parametere(,) is changed from 10* to 10 Soc. London, Ser. /894, 405—436(1984.
and 101, respectively. Again, disregarding the phenomenon®D. M. Photiadis, “The propagation of axisymmetric waves on a fluid-

of leaky curvature free waves that is discussed in the text, '0aded cylindrical shell,” J. Acoust. Soc. ArB8, 239-250(1990; J. F..

h h fi | IV sh hat i in fluid load M. Scott, “The free modes of vibration of an infinite fluid-loaded cylin-
.t ese three igures Clear y_ show that |_n_creases IN TiJId 10aa- yyjcal shell,” J. Sound Vib125, 241(1988.

ing tend to delay and mollify the transition to curvature free °F. Fahy,Sound and Structural Vibration (Radiation, Transmission and
waves from the flexural free waves that they superséde. 7Resp0_zseﬁ_lA(cad§mic, _lew Y“ork,I 198)5d_ bt oaded fiitel
AIthough these effects are onIy slight from Figbfﬁ) to Fig. G. Maidani anc J. Dickey, “Velocity distributions on unloaded finitely

.. and regularly ribbed membranes,” J. Acoust. Soc. AM9 43-70

5(b2), they are sufficient to render the curvature free waves (1991 “Response of regularly ribbed fluid loaded panels,” J. Acoust.

subsonic, notwithstanding that at and in the vicinity of Soc. Am.155 481-495(1992.
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On the overlapping acoustic resonances of a fluid-filled
cavity: Schlieren visualization of an insonified
circular-cylindrical shell

Paul A. Chinnery and Victor F. Humphrey
School of Physics, University of Bath, Bath BA2 7AY, United Kingdom

(Received 28 October 1996; accepted for publication 29 April 1997

A schlieren technique is used to visualize the fluid cavity resonances of an insonified fluid-filled
(brass cylindrical shell in the high-frequency overlapping resonance rediinz,30, whereb is the

inner radius of the shell. Hybridization of modes occurs at frequencies where resonances interfere
and the resulting dissymetrization of the wave fields are evident in the experimental images. Similar
behavior is seen in theoretical predictions obtained using the normal mode series solution for a shell
excited by a plane wave. At very high frequencideb®100) the field in the cavity has
characteristics that can be associated with a ray description of acoustic propagation; in these cases
caustics are observed in the acoustic field. 1897 Acoustical Society of America.
[S0001-496607)06008-9

PACS numbers: 43.20.Ks, 43.35.5XNN]

INTRODUCTION low frequencies by discrete objects of reasonable $iiteis
system has been used to study the resonance behavior of

Resonances play an important part in the scattering oircular cylindrical object$? and elliptical** and stadiunt=
acoustic waves by discrete submerged elastoacoustic objecthaped cavities. The location, identification, and imaging of
Using the resonance scattering thedRST)! the scattered resonance modes is particularly simple using this technique;
field can be divided into two components; the resonances ahe experimental system and interpretation of the images is
the scattering target, and the nonresonant background. In thiescribed in greater detail elsewhére.
form function of a target the resonances manifest themselves The present paper discusses the application of this tech-
as sharp changes superimposed upon the more smoothiyque to the resonances of an insonified circular cylindrical
varying background. Some information regarding the resoshell at high frequencies, where resonances overlap and hy-
nances can be obtained from the scattered field; either bgridization of modes occurs.
studying the scattered time signal, or by examining the spec-
trum of the scattered field. However, if the target is a cylin-
drical shell and the inner Ca.Vity contains a |IqUId, the aCOUS'I_ DESCRIPTION OF PROBLEM AND THEORY
tic field inside the cavity can provide valuable information
about the target resonances, many of which are associated For a thick metallic fluid-filled shell insonified by an
directly with the fluid cavity itself. For fluid-filled cylindrical acoustic wave(Fig. 1) the most abundant resonances are
shells three classes of resonance have been iderfiifeest)-  those associated with the fluid column. These resonances are
nances of the fluid column, resonances of the elastic shelthe subject of this paper. For a lossless cavity the fluid col-
and Stoneley wave resonances. When insonified with @mn resonances are simply the eigenvibrations of the fluid
continuous-wave signal, resonances of each kind manifesolumn (with Neuman boundary conditiongnd the reso-
themselves as standing waves within the cavity. Many of tha@ance frequencies constitute the spectrum of eigenvalues of
vibrational modes of cylindrical structures could be identi-the cavity, each “resonance” having zero width. The eigen-
fied if the acoustic field in the fluid column could be mea- vibrations(normal modesof such a circular cavity of radius
sured. Unlike the externdbcattere field, the field within b with rigid boundary occur at normalized frequenci&b)
the fluid cavity has received relatively little attention in the given by the roots of
literature. ,

One method of visualizing acoustic fields in fluids is the In(kD)=0, @
schlieren techniqu&.’ This approach can be used to studywhere J, are Bessel functions of order. For each order
the resonance and scattering behavior of cylindrical objectsn” there exists a series of harmonics at frequencies
in detail®*® The advantage of this technique is that it is kb, m=1—o, each normal mode of vibration being de-
noninvasive, allowing the field inside the fluid column to be noted f,m). At these frequencies the wave field in the cav-
monitored without disturbing it. The distinctive standing ity is of the form J,(ki'r)cosfi¢), wherer,¢ are the polar
wave patterns within the fluid column are clearly seen withcoordinates. For integrable geometries, such as a cavity of
schlieren, allowing easy identification of the modes. circular cross section, there is no level-repulsion and degen-

A low-frequency schlieren system permitting the visual-eracies can exist in the spectrum; i.e., different modes can
ization of pulsed and continuous acoustic fields down tooccur at the same frequency. In addition, due to the circular
about 100 kHz has been developed for studying scattering alymmetry, the majority of the modes of the circular cavity
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are doubly degenerate, splitting into two distinct modes © sehiieren visuaization system

when the shape of the cavity is perturidéd.
In real scattering systems, however, the interior wall of!l- EXPERIMENTAL SYSTEM: SCHLIEREN
the shell presents a finite impedance to the interior acoustic  Light passing through an acoustic wave field in a fluid is
field (as the boundary is not rigidand the fluid column refracted due to the density changes in the medium. If the
resonances have a finite width. In this case it is possible fointensity of the acoustic field is low and the diffraction effect
neighboring resonances to overlap, provided their center freis small the light suffers only phase variations and Raman—
quencies are close together. This typically happens at higNath diffraction results. In this case the acoustic field acts as
frequencies where the density of resonances is high and thephase grating which produces an interference pattern con-
resolution of individual modes is not possible. For metallictaining information about the acoustic field. An “image” of
shells in water the resonances of the inner fluid column arehe acoustic field is obtained by processing the information
given by the roots of in the interference pattern. The relationship that this image
has with the acoustic field depends upon the optical process-
, . PiCq ing applied in the diffraction plane and the amplitude of the
In(kb)+i == Jn(kb) =0, (2 acoustic pressure field through which the light paéSés.
The experimental systeltfrig. 2) is based upon a “Z”

whereZ is the mechanical impedance of the shell anénd _configuration involvingl parabolic mirrors. A pairlof cond.er.1$—
c; are the density and velocity of the inner fluid, N9 lenses focus the light from a high-power light emitting
respectively:! For a high-impedance interface, such as thediode onto a pinhole, which acts as an effective optical
brass—water interface of interest in this paper, the roo@)of SCUrce. The light transmitted by the pinhole is collimated by
are close to the roots df). From expressiori2) Eq. (1) is the f|r_st_m|rror(M1) an_d passed thro_ugh_the water-filled tank
obtained in the limitZ— . containing the acoustic field and cylindrical shell. The acous-
In the current paper the resonances of a water-fillediC source is a transducer positioned with its axis perpendicu-

brass cylindrical shell are excited by insonifying the shell!@r to the light beam. The light emerging from the tank is
with a continuous plane wave. The scattering geometry idocused by the second parabolic mirmdi2) and forms a
shown in Fig. 1. If the cylinder is insonified normal to its diffraction pattern in the focal plane of that mirror. If an

axis the problem is two dimensional and is easily modeledicoustic field is present, the diffraction pattern has side or-
using the normal mode series approtfihe pressure in the ders which contain the light that has been deflected out of the

fluid column is given by main pear_n. If a part of the (_1if_fract_ion pattern is removed_ by
a spatial filter, and the remaining light allowed to recombine,

o a meaningful image is obtained on film or video. For very

Pio(r,d) =Py > €,i"A,(kb)J, (kr)cogna), (3) low acoustic pressures and central order filtering the

n=0 schlieren image is proportional to the square of the acoustic

pressure. At the higher acoustic pressures existing in the
wheree,=1 forn=0, ¢,=2 for n>0 andA, are scattering fluid column at resonance the pressure squared approxima-
coefficients determined by solving the boundary conditiongion breaks down, but a meaningful representation of the
at the inner and outer surfaces of the sh&lquation(3) can  acoustic field is still obtained.
be used to calculate the field in the fluid column at any  The resonances of cylindrical shells are easily located,
frequency; both at, and away, from resonance. This formuidentified, and recorded using the schlieren system. The cyl-
lation includes the elastic response of the shell and correctlinder is placed in the water tank, correctly aligned and in-
accounts for the shell resonances and interfa@&bneley  sonified by the transducer, and the frequency of the
waves, as well as the fluid column resonances. The frequemrontinuous-wave drive signal is swept. A video camera,
cies at which the fluid column resonances occur can be estplaced immediately behind the spatial filter, is used to form
mated using Eq(1) or (2), and then Eq(3) can be used to an image of the object plane and monitor the acoustic field.
calculate the interior field at frequencies in the vicinity of the At frequencies corresponding to resonances of the test
estimated roots. sample, acoustic standing waves are clearly seen in the fluid
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column, sometimes also in the outer fluid. At other frequendll. RESULTS AND DISCUSSION

cies, where little energy penetrates the shell, only the scat-

tered field is observed. The imaging of resonances and inter- Using the experimental system described above mea-
pretation of the images is described in greater detail irsurements have been made over a wide range of frequencies
Ref. 8. using a water-filled brass cylindrical shell, 120-mm long,

(e) 2.5 MHz (kb = 152.7) ‘ (f) 3.5 MHz (kb =213.8)

FIG. 3. High-frequency resonance modes of the fluid-filled cylindrical shell; experimental observations obtained with schlieren.
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with outer and inner radi{a) 15.85 mm andb) 14.25 mm
(b/a=0.9). Examples of the low-frequency resonance
modes of such shells have been given in Refs. 8 and 10. In
that low kb region individual modes were easily resolved
and the familiar standing-wave patterns observed with
schlieren. However, it is the higher frequency regime that is
of interest in this paper.

At higher frequencies the density of resonances in-
creases and many tend to overlap, making the resolution of
individual resonances impossible. This effect can also be
seen in the backscattered form function, and in calculations
of the pressure in the fluid column itself. Indeed at very high
frequenciegseveral megahertz for the shell considered here
the concept of a resonance as a single mode is not meaning-
ful, as hybridization of modes becomes extensive. At the
very highest frequenciesanynormal modes may contribute
to the acoustic field at a given frequency.

The effect that this hybridization has upon the interior
field is shown in the schlieren photographs presented in Fig.
3. New kinds of unexpected symmetry such as the threefold
symmetry seen in Fig.(B) can appear in the resonance pat-
terns. The dissymetrization of the wave fields occurs due to
the interference of overlapping resonances, resulting in a re-
duction in the symmetry of the whole in comparison with the
symmetry of the individual modes. Resonances having other
symmetries, such as fivefold and sevenfold symmetry have
also been observed with the system. Theoretical calculations
of the pressure fields within the fluid column are presented in
Fig. 4 for several of the modes seen experimentally in Fig. 3.
For these calculations the normal mode series solution for a
plane wave normally incident upon an infinite cylindrical
shell was usedlEq. (3)]. The agreement between theory and
experiment is good; all the main features observed in the
experiment are reproduced in the predictions. It should be
noted that the experimental images differ in that the wave
fields are rotated with respect to the theoretical calculations;
this is most probably due to the presence of the supporting
thread, or the insonifying beam.

The behavior manifest in Fig.(8—(d) (and Fig. 4 can
be explained as follows. At these frequencies, only two
modes are likely to interfere, and the new symmetry seen in
the acoustic field can be thought of as arising from a two-
dimensional beating effect. If we just consider the angular
parts of two overlapping wave fields, having and n,
acoustic wavelengths around the circumference, the wave
field resulting from a superposition would have an angular
variation given by

(W)

0

L |
0.0~

s ®
-~ -
-

n;+n, n{—n,
cos{n1¢)+cos(n2¢)=2cos{ 5 ¢)cos( > (]5).
4

Take the field shown in Fig.(B) for example. At this fre-
guency there exists two overlapping resonances having sym-
?ge;{lﬁzg d ii?j:nodf(g,), ;?\'/irgegcfaégrlg Oé(;g;) Tr:sc;]nrg]e lobes. Similar analysis can be done for other hybrid reso-
sults in the threefold behavior seen in Figéh)3and 4a). A nances.. )

plot of the above functiotd) for n, =16 andn,= 19 is given At higher frequencies many modes overlap and the con-
in Fig. 5. This angular variation agrees well with that of Fig. ept of a resonance disappears. Examples of wave fields ob-
4(a), including the differences in symmetry in the three mainserved at these frequencies are shown in Fig) and (f).

(c) kb =40.49

FIG. 4. Theoretical predictions corresponding to Fi)3(c), and(d).
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(b) (©

180 0 FIG. 6. Ray pathgorbits within a circular cavity;(a) an orbit that never
repeats; a caustic is formédf. Fig. 3(f)]; (b) a nonisolated closed orbit of
three bouncegcf. Fig. 3b) and (e)] and an orbit of six bouncesf. Fig.
3(d].

210 330 provides insight into phenomena that could not easily be
measured or observed with a conventional acoustic approach
using a hydrophone. The experimental system can also be
used to investigate many aspects of scattering and resonance
behavior involving cylindrical objects of various geometry
and is of particular value when considering those geometries
that cannot easily be modeled. Of particular interest are the
modes of cavities of noncircular geometry, such as

: . lliptical-** an iumt3 sh vities.
The appearance of the images shown here are reminiscent %# ptical-** and stadium=shaped cavities
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Study on the longitudinal-torsional composite vibration
of a sectional exponential horn
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Applied Acoustics Institute, Shaanxi Teachers University, Xian, Shaanxi, 710062, People’s Republic of
China
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The longitudinal—torsional composite vibration of a sectional exponential horn was studied
theoretically and experimentally. The horn consists of an exponential horn with an untapered rod at
its large end. Based on the plane-wave approximation, the resonance frequency equations and other
characteristics for the longitudinal and torsional vibrations of the horn were derived and some
theoretical curves were given. Since the sound speeds of the longitudinal and torsional vibrations are
different in the same material, the longitudinal and torsional vibrations in a horn are generally
difficult to resonate at the same resonance frequency. In this paper, to overcome this problem, the
cross-sectional radius decay coefficient of the exponential part in the sectional horn, which
determines the sound speeds and other performance parameters of the horn, is selected to make the
longitudinal and torsional vibrations resonate at the same frequency. By means of this method, the
simultaneous resonance of the longitudinal and torsional vibrations in the horn is achieved by
choosing the proper value of the radius decay coefficient. Some sectional exponential horns were
designed and made, their resonance frequencies were measured, and the vibrational characteristics
of the horn under large excitation were observed qualitatively. Experimental results show that the
measured resonance frequencies of the horns are in good agreement with the theoretical results, and
the measured resonance frequencies of the longitudinal and torsional vibrations are also in good
agreement with each other. Therefore the simultaneous resonance of the longitudinal and torsional
vibrations in the same horn are achieved both theoretically and experimentally. This kind of
sectional exponential horn can be used in ultrasonic machining, ultrasonic drilling, ultrasonic fatigue
testing, and other applications which need very large mechanical displacement amplitudes.
© 1997 Acoustical Society of Amerid&0001-496@07)05908-7

PACS numbers: 43.20.Mv, 43.20.Ye, 43.35[dEG

INTRODUCTION makes the fabrication of the transducers complex and the
. . . Lo excitation of the transducers difficult. The cause is that the

Ultrasonic solid horns are important parts in high-power . .
two sets of transducers have different frequency and imped-

ultrasonic vibrating systems such as ultrasonic machinin I X
g sy %nce characteristics, and therefore, two sets of electric gen-

and soldering. In traditional ultrasonic applications, vibra- . . 2

. N . . erators of different frequency and impedance characteristics

tional mode of the vibrating system is generally single, such : X
o : . are needed. However, if the ultrasonic horn or tool has the

as the longitudinal or torsional modes. The design theory for

. . . ! . same resonance frequency of longitudinal and torsional vi-
the ultrasonic horn with a single vibrational mode was well q y 9

: : ._brations, its excitation will become simple, and only one set
established*With the development of some new ultrasonic " . pie, yor
i . . of electric generators is needed. In this paper, the simulta-
technologies such as ultrasonic motor and ultrasonic revolv- L . L .
) o : " neous resonance of longitudinal and torsional vibrations in
ing machining, composite vibrational modes such a

- . L SUCH 836 sectional horn was studied, and some experimental re-
longitudinal—-torsional and longitudinal—flexural vibrations

7 o - ; sults were given. These can be used in the design and calcu-
are needed:’ As for the excitation of longitudinal—torsional : . s .
. Lo s lation of high-power ultrasonic vibrating systems.
composite vibration in a horn or a tool, the traditional

method is to use two sets of longitudinal sandwiched ultra-

sonic transducefsOne set of transducers is attached on thd- THE SIMULTANEOUS RESONANCE OF

: L . LONGITUDINAL AND TORSIONAL VIBRATIONS IN
Igrge end of the horn, which produces the longitudinal V|bra-_|_HE SECTIONAL EXPONENTIAL HORN
tion and the other set of transducétsually there are two

transducersare attached on the opposite sides of the horn, In Fig. 1, the sectional exponential horn and the coordi-
which cause the horn to produce the torsional vibration. Ushate system are shown, whdre andL, are the lengths of

ing this kind of excitation method, the horn or tool will pro- the untapered and exponential parts, &d R; and S,,
duce the longitudinal—torsional composite vibration. In gen-R, are the cross-sectional area and radius of the horn at its
eral cases, however, the longitudinal and torsional vibrationtarge and small ends. The variation law of cross-sectional
in a horn resonate at different frequencies. Therefore tarea of the exponential part i{x) =R, exp(—B8X). Here,B
achieve the mechanical resonance of longitudinal and toris the radius decay coefficient of the horn. It is used to
sional vibrations in the horn, these two sets of longitudinalchange the sound speeds of longitudinal and torsional vibra-
transducers must have different resonance frequencies. Thisns in the horn and to make the longitudinal and torsional
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S TR2 whereZ{ = pc,| p1 IS the characteristic impedance of the horn

in torsional vibration at its large end amgh= 7 R4/2 Using

the above equations, the sectional horn in tor3|onal vibration

can be designed.

From Egs.(1) and(4) it can be seen that when the ma-

L La - X terial and dimensions of the horn are given, the resonance

frequencies of the horn in longitudinal and torsional vibra-

tions can be obtained. However, in general cases, as the

sound speeds of longitudinal and torsional vibrations in the

horn are different, therefore, the longitudinal and torsional

vibrations in the same horn are difficult to resonate at the

FIG. 1. lllustration of the sectional exponential horn and its coordinatesame frequency. However, based on one-dimensional theory

system. of longitudinal and torsional vibrations in a tapered slender
rod, it can be seen that the sound speeds of longitudinal and

vibrations resonate at the same frequency. Based on tﬁgrsional vibrations depend on the radius decay coefficient of
plane-wave approximatichiC the vibration of the horn can the horn. Therefore, by choosing the radius decay coefficient

be regarded as one dimensional. The resonance frequeneyth_e hlorn, the ;ounlci §pee.ds can Ee ﬁhanged, and the lon-
equation of longitudinal vibration in the sectional horn is tudinal and torsional vibrations in the horn can be made to

resonate at the same frequency. Using the theory of solid

8=S,exp(-2Bx)

85= 7R3

kL, exponential horn, the sound speeds of longitudinal and tor-
tantk Ly)=- BLo+k[ L, cot(k/Ly)’ @) sional vibrations in the exponential horn can be expressed as
whereBL,=InN, N=R;/R,, k. =w/c, is the longitudinal , CL
wave numberg, =(E/p)*?is the sound speed of longitudi- CL:[l—(ﬁcL/w)z]”Z' @)
nal vibration in an untapered slender rdd,= (kZ— 8?)2
=wl/c[, and k| andc| are the wave number and sound _ Ct ®)
speed of longitudinal vibration in exponential horn. The lon- U 11— (2Bc/w)?]Y?

gitudinal displacement magnificatidi, and input mechani-

cal impedance,, can be expressed as It can be seen from Eq¢7) and(8) that the sound speeds of

longitudinal and torsional vibrations in an exponential horn

_ N cogk.L;) 2 depend on the radius decay coefficient of the horn. Further-

ML_m N sin(k{L,)/(k{L,)+cogk{L,)’ ) more, the changing speeds of the sound speeds of longitudi-
nal and torsional vibrations with the radius decay coefficient

2, kL tan(k{ L) +tan(k L[k + 8 tan(k{L,)] are different. For a single exponential horn, the simultaneous

0 [k + B tan(k{L,)]—k_ tank/L,)tan(k L)’ (3 resonance of longitudinal and torsional vibrations in the horn
was achieved, and the analytic expressions for the radius
whereZg=pc, Sy is the characteristic impedance of the horn gecay coefficient and other parameters were giefor the
at its large end. It is obvious that the frequency equatidn  sectional exponential horn, since the changeable parameters
can be obtained from Eq3) by letting Z; =0. The above gre increased, their different combinations can satisfy the
equations can be used to design and calculate the section@kgnance frequency equatiodds and (4) easily.
horn in |0ngitudina| vibrational mode. For the torsional vi- Based on the above ana|ysis1 the |Ongitudina|_torsiona|
bration, the resonance frequency equation of torsional Vibracomposite horn with the same resonance frequency of longi-
tion in the sectional horn is tudinal and torsional vibrations can be calculated and fabri-
kL, cated using Eqgs(1) and (4). However, as the frequency
tan(kiL,)=— ; —, (4)  equations are transcendental ones about the resonance fre-
2BLo+kiL, cotlkiLy) quency and the dimensions of the hom, the analytical solu-
wherek,= w/c, is the wave number of torsional vibration, tions to these two equations are impossible to find. Therefore
c,=(G/p)*? is the sound speed of torsional vibration in a numerical methods must be used in the calculation of the
untapered slender rokl,’=(kt2—4/32)1/2= wlc] , andk{ and longitudinal—torsional composite exponential horn. In this
c, are the wave number and sound speed of torsional vibraaper, one kind of numerical method is developed which can
tion in the exponential horn. The angular displacement magbe used to compute and design the sectional exponential horn
nification and the input mechanical impedance of the horn idn longitudinal—torsional composite vibration. The procedure

torsional vibration can be obtained as is as follows:
5 (8 Choose the material of the horn. For high-power ul-
M N* cogkiL,) (5) trasonic applications, the material of the horn must be of low
T"2InN sin(k{L,)/(k{L,)+cogk{L,)’ mechanical loss, large elasticity, high fatigue strength, and

, , , strong anticorrosion. According to these principles, titanium,
¢ ke tan(kiLp) +tankiL1)[k; +28 tan(kL)] duralumin, steel, and their alloys can be used.

O [k{+28 tan(k;L,)]—k; tan(k{ L) tan(k,L,)" (b) Determine the resonance frequency. For the
(6) longitudinal—torsional composite horn, there are two kinds

Zyy=
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FIG. 2. Computed theoretical curve of the resonant lemgtis L, of the Lg (em)
sectional exponential horn in longitudinal and torsional vibrations.
FIG. 3. Computed theoretical curve of the displacement magnification ver-

sus the resonant length, of the horn in longitudinal and torsional vibra-
of resonance frequency, one is for the longitudinal vibration fions-
the other is for the torsional vibration. The objective of this
study is to make these two frequencies equal to each otheln the figures,L and T represent the longitudinal and tor-
Therefore when the horn is designed and fabricated, the ressional vibration,M, and M+ are the displacement magnifi-
nance frequencies for longitudinal and torsional vibrationscation of the horn in longitudinal and torsional vibrations.
should be equal to each other, and they must be equal to the It can be seen from Figs. 2 and 3 that when the dimen-
designed resonance frequency of the horn. sions of the horn satisfy the resonance frequency equations
(c) When the material and the resonance frequency ofl) and(4), the longitudinal and torsional vibrations resonate
the horn are given, there are three separate unknowns in Egemultaneously at the same frequency. This corresponds to
(1) and (4). Then, let the radius decay coefficient be a pa-the intersecting point in Fig. 2. Since the resonance fre-
rameter, for a certain value of the lendth of the exponen- quency equations are transcendental ones, the analytic ex-
tial part in the horn, two values of the length of the backpressions for the resonant length and the radius decay coef-
untapered rod can be obtained from the frequency equationficient at this intersecting point are impossible to find.
i.e.,Li;andL,,, these two lengths are the resonance lengthslowever, since there are four changeable parameters
of the horn in longitudinal and torsional vibrations. In gen-(L,,L,,8,®) in the resonance frequency equations, this in-
eral cases, these two lengths are different. tersecting point in Fig. 2 can be changed, i.e., the simulta-
(d) Change the value of the length of the exponential neous resonance of the sectional horn with different dimen-
part in the horn until the two values of the lendth of the  sions can be achieved by changing the radius decay
untapered rod in the horn from the frequency equations areoefficient and the length of the horn. However, this is dif-
equal to each other. In this case, the longitudinal and torferent from the single exponential horn. For a single expo-
sional vibrations in the horn will resonate at the same frenential horn, when the longitudinal and torsional vibrations
qguency which was designated in the procedime resonate at the same frequency, the sound speeds of longitu-
(e) Using the relation of3L,=In N, the area coefficient dinal and torsional vibrations are equal to each other. While
can be determined. According to different applications, theor the sectional exponential horn, since the lengthalso
radius of the horn at its large end and small end can baffects the resonance frequency, the sound speeds for the
obtained from the expression Bf=R; /R,. longitudinal and torsional vibrations are different when the
(f) Based on the equations derived in the above analysimultaneous resonance was achieved.
sis, the displacement magnification of the horn in longitudi- From the above analysis and the curves in Figs. 2 and 3,
nal and torsional vibrations can be computed. it can be seen that the radius decay coefficient of the horn
From the above analysis, it can be seen that it is not untiaffects the performances of the sectional horn. It is obvious
the procedurde) that the theoretical design of the sectional that the larger the radius decay coefficient, the larger the
exponential horn in longitudinal—torsional composite vibra-magnification of the horn. Therefore the radius decay coef-
tion is completed. Figures 2 and 3 are theoretical resonarficient of the exponential horn can be used to optimize some
and displacement magnification curves computed from th@erformance parameters of the horn, such as the displace-
resonance frequency equatiofi$ and(4) and Egs.(2) and  ment magnification and the input mechanical impedance. As
(6). These two curves show the relation between the resonafir which parameter is optimized, it depends on the actual
lengthsL; andL, of the horn and the relation between the applications that need different performance requirements.
magnification and the resonant length of the horn in lon-  On the other hand, it can be seen from Figs. 2 and 3 that the
gitudinal and torsional vibration. In Figs. 2 and 3 the radiusmagnification of longitudinal displacement is smaller than
decay coefficient of the horn is given a certain value. Wherthat of torsional angular displacement of the horn, and the
the radius decay coefficient of the horn is changed, the resagesonance frequency change arising from the change of the
nant lengths and the magnification will change accordinglyresonant length of the horn in torsional vibration is larger
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— .. that can produce the thickness shearing vibration. The geo-
: metrical dimensions of the measuring transducers are small
so that their resonance frequencies are much higher than the
T resonance frequencies of the horns to be measured, therefore,
the measuring transducers have little effect on the measure-
ment of the resonance frequencies of the horn. There are two
steps in the measurement of the resonance frequencies of the
horns. FirstK,; andK, are switched oif;;, andT,, , change
the frequency of the oscillator until the millivolt meter has a
maximum, the frequency corresponding to the maximum
reading is the longitudinal resonance frequency of the horn.
SecondK; andK, are switched oT{; andT,,, repeat the
FIG. 4. Setup for measuring the resonance frequencies of the horns. ggme procedure as that described in the first step, the tor-
sional resonance frequency of the horn can be measured. The
than that in longitudinal vibration. These can give us somemeasured results are shown in Table I, whérs the de-
hints in the design and fabrication of the longitudinal— signed frequency of the hori, ,, andf,,, are the measured
torsional composite vibration horn, especially in the casesesonance frequencies of the horn in longitudinal and tor-
that the length of the horn changes such as in ultrasonisional vibrations, respectively. It can be seen from Table |

Oscilloscope

Oscillator

'lll

machining and drilling. that the measured resonance frequencies of the horn are in
good agreement with the designed frequency, and the mea-
Il. EXPERIMENTS sured resonance frequencies of the horn in longitudinal and

torsional vibrations are also in good agreement with each
In the above analysis, the longitudinal—torsional com-other. Therefore the simultaneous resonance of longitudinal
posite sectional exponential horn was studied theoreticallgnd torsional vibrations in the horn was achieved experimen-
and the simultaneous resonance of longitudinal and torsiongly.
vibrations in the horn was achieved. To study the character-  As for the error for the measured resonance frequencies,
istics and the simultaneous resonance of the horn experimethe following factors should be taken into account. First, the
tally, some sectional exponential horns were fabricated acstandard values of the material parameters used in the com-
cording to the frequency equations derived in the abovgutation of the resonance frequency are different from the
analysis. The material of the horn is steel, its material paramactual values of the material parameters. Second, in order to
eters are as follows: p=7.8x10° kg/m’, E=1.95 satisfy the resonance frequency equations and to achieve the
X 10" N/m? G=7.62<10'N/m?, ¢=0.28. The experi- simultaneous resonance, the radius decay coefficient is gen-
ment was divided into two parts, one is the measurement ddrally large, this means that the cross-sectional area of the
the resonance frequencies under small excitation, the other éponential horn changes greatly. This may cause some fre-
the high-power excitation of the horn and the measuremerjuency error and the measured frequencies are smaller than
of the resonance frequencies. In the second part of the exhe predicted ones. However, this error is small and negli-
periment, the vibration characteristics of the horn undefiple, since the lateral dimensions are smaller than a quarter
high-power excitation was also studied qualitatively. The exof the wavelength in the horn. Third, in the experiment, the

periment was described in the following. excitation of the torsional vibration is by means of the thick-
A. The measurement of resonance frequencies of the ness shearing vibration of rectangular piezoelectric ceramics.
sectional exponential horns In this case, the torsional vibration is not an ideal circumfer-

I _ ential vibration.
Under small excitation, the resonance frequencies of the

horn were measured using the emitting—receiving method.

The experimental setup is illustrated in Fig. 4, whsreand ~ B. The high-power excitation of the

K, are two switches. Wheik, and K, are switched on longitudinal—torsional horn and the resonance _

T, andT, , the resonance frequencies of the horn in lon-féuency measurement of the horn under high-

gitudinal vibration were measured. Whéfy and K, are power excitation

switched onTy; and T,;, the resonance frequencies of the In practical applications, such as ultrasonic machining
horn in torsional vibration were measured. In FigT4, and  and drilling, the horn is usually excited by a large signal. For
T, are two piezoelectric ceramic circular transducers, theithe high-power excitation of the longitudinal—torsional horn,

vibrational modes are thickness extensional vibratidyy.  there are two methods. One is to use two sets of longitudinal
andT,; are two piezoelectric ceramic rectangular transducersandwiched transducers. In this method, the longitudinal

TABLE I. The measured resonance frequencies of the horns in longitudinal—torsional composite vibration.

Ry(mm)  Ry(mm) Ly(mm) Ly(mm) B(m?Y) f(Hz) fu(H)  fin(H2)

33.8 2.0 70.5 201.8 14.0 15 000 14526 14 489
32.5 2.0 50.8 150.7 18.5 20000 19 408 19 445
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transducer attached on the large end of the horn causes tt

horn to produce longitudinal vibration, while the longitudinal BLT
transducers attached on the opposite sides of the horn cau:

the the horn to produce the torsional vibration. Therefore the o (i)
torsional vibration in the horn excited by this method is pro- AR
duced by conversion of longitudinal into torsional vibration. no

However, since the horn has the same resonance frequenc M

of longitudinal and torsional vibrations, therefore, the excit- -
ing sandwiched transducers are all the same in both the fre L
guency and impedance characteristics. The second method | e 52 of 1§
excite the longitudinal-torsional horn is to use the o EZ
longitudinal—torsional composite sandwiched transducer.

This kind of transducers can produce both longitudinal and

torsional vibrations. In the transducer, there are two sets ol o

piezoelectric ceramic rings, one set of elements are longitu- ~

dinally polarized piezoelectric ceramic stacks, which pro- , AW
duce the longitudinal vibration, the other set of elements are i 1IN
tangentially polarized piezoelectric ceramic stacks, which BLT
produce the torsional vibration. The resonance frequencies o

the transducer in longitudinal and torsional vibrations are

equa| to each other. The Iongitudinal—torsional transducer i§|G- 5. Experimental setup for measuring the vibration characteristics of the
) sectional exponential horns under large excitation.

attached on the large end of the horn. When the transducer is P g

excited by an electric signal, it will produce the longitudinal

and torsional vibrations, and at the same time, the longitudiresonance frequency of the vibrating system which consists
nal and torsional vibrations are also produced in the horgf the horn and the transducers attached on the opposite sides
Compared with the first method to excite the |Ongitudinal—of the horn under |arge excitati0m3 is the measured reso-
torsional horn, in the second method, only one transducer igance frequency of the vibrating system which includes the
needed, and the construction of the vibrating system igorn, the longitudinal transducer attached on the large end of
simple. However, the design and fabrication of thethe horn, and the longitudinal transducers attached on the
longitudinal—torsional sandwiched transducer is more comppposite sides of the horn also under large excitation. It can
plex than that of the sandwiched longitudinal transducer. A$e seen from Table Il that under large excitation, the mea-
for the design and fabrication of the Iongitudinal—torsionalsured resonance frequencies of the Vibrating system in lon-
transducer and the simultaneous resonance of longitudingfitudinal and torsional vibrations are also in good agreement
and torsional vibrations in the transducer, since this work isyith each other, and the composite resonance frequencies of
on the study of longitudinal—torsional sectional horn, theythe system are basically consistent with the resonance fre-
will be studied in later work. Although the vibrating system quencies of the system in single vibrational mode. On the
to excite the longitudinal—torsional horn used in the firstother hand, it can also be seen that when the input electric
method is complex in construction and big in volume, thepower of the longitudinal transducer is increased, the reso-
sandwiched longitudinal transducers used are easy to desigiance frequency of the vibrating system is decreased. The
and fabricate, and the electric excitation of the transducersause of this kind of frequency decrease is probably that
are also simpler than that of the longitudinal—torsional com+when the input electric power is increased, the vibration of
posite transducer. Therefore in the following study, thethe system becomes intense, and the linking between the
longitudinal—torsional sectional horn is excited by the firsthorn and the exciting transducers becomes loose, since all
method, and the resonance frequencies of the vibrating syglements in the system are linked by screw botts. On the
tem (including the longitudinal transducer and the hHoun-  other hand, the heating of the system under large excitation
der large exciting signal were measured. The experimentallso lowers the resonance frequencies. In this experiment,
setup is shown in Fig. 5, where BLT represents the longituapart from measuring the resonance frequencies of the sys-
dinal sandwiched transducer. The experimental results amem, the qualitative observation of the vibration of the sys-
shown in Table Il, wher is the input electric power of the tem was also carried out. When the system resonates, we can
longitudinal transducersi; and fy are the designed reso- feel that the horn vibrates intensely. It is by means of this
nance frequencies of the sandwiched transducer and the sauethod that the resonance frequencies of the system under
tional exponential hornf, is the measured resonance fre- large excitation are measured. On the other hand, when the
guencies of the transducer under small excitation using themall end of the horn is immersed in water, streamings
transmission line method,;, andfr are the measured reso- whirling about the tip of the horn can be observed, this is
nance frequencies of the horn in longitudinal and torsionataused by the torsional vibration of the horn. At the same
vibrations under small excitatiorf; is the measured reso- time, intense streaming out of the tip of the horn proves that
nance frequency of the vibrating system which consists othe horn produces intense longitudinal vibration, therefore it
the horn and the longitudinal transducer attached on the large illustrated experimentally that the horn can produce longi-
end of the horn under large excitatiofy, is the measured tudinal and torsional vibrations at the same time, and the
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TABLE Il. The measured results of the longitudinal—torsional horns under large excitation.

P (W) fr (Hz) fu (H2) frm (H2) f (H2) frur (H2) f1 (Hz) f, (Hz) f3 (Hz)

50 20 000 20000 19877 19408 19 445 19213 19301 19111
100 20 000 20 000 19 877 19 408 19 445 19175 19 048 18 892

simultaneous resonance of longitudinal and torsional vibrathe same frequency. In the second method, although the con-

tions is achieved in the sectional exponential horn. struction of the vibrating system is simple, the design and
fabrication of the longitudinal-torsional composite trans-
Ill. CONCLUSIONS ducer are complex.

(d) This kind of longitudinal—torsional sectional expo-

In this paper, the sectional exponential horn in Iongitu-nential horn can be used in ultrasonic machining, ultrasonic
dinal and torsional vibrations was studied, the simultaneoua - . ) . 9, B
rilling, ultrasonic fatigue testing, and other applications

resonance of longitudinal and torsional vibrations in the horn” . . .
was achieved theoretically and experimentally. To sum up\)Nh'Ch need very large displacement amplitudes.
the above analysis, the following conclusions can be ob-
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An improved acoustic Fourier boundary element method
formulation using fast Fourier transform integration
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Effective use of the Fourier series boundary element metR&&EM) for everyday applications is
hindered by the significant numerical problems that have to be overcome for its implementation. In
the FBEM formulation for acoustics, some integrals over the angle of revolution arise, which need
to be calculated for every Fourier term. These integrals were formerly treated for each Fourier term
separately. In this paper a new method is proposed to calculate these integrals using fast Fourier
transform techniques. The advantage of this integration method is that the integrals are
simultaneously computed for all Fourier terms in the boundary element formulation. The improved
efficiency of the method compared to a Gaussian quadrature based integration algorithm is
illustrated by some example calculations. The proposed method is not only usable for acoustic
problems in particular, but for Fourier BEM in general. 1®97 Acoustical Society of America.
[S0001-496607)04908-4

PACS numbers: 43.20.Rz, 43.20.Th, 43.20.Ks, 43.4DIR{3|

INTRODUCTION that is present in the boundary conditions for the acoustic
problem. This hampers the effective application of the Fou-

The use of the boundary element meth@®EM) in  rier boundary element method for practical acoustic applica-
acoustics, tailored to problems involving axisymmetric bod-tions. A faster evaluation method proposed in this article is
ies with arbitrary boundary conditions, has received soméased on fast Fourier transforfFT). This method handles
attention in the literature the past decade. Conceptually, ththe calculation of the integrals both efficiently and accurately
acoustic BEM for axisymmetric bodies applies a Fourier sefor all Fourier harmonics simultaneously. It was imple-
ries expansion of the angular dependency of the acoustimented and tested and it compared favorably to an integra-
variables in the problem. As a result, the surface integral ition method based on Gaussian quadrature.
the Kirchhoff—Helmholtz integral equation reduces to a line
integral and an integral over the angle of revolutioinrcum-
ferential integral. The e_ldvantages of_ thi_s so-called Fourierl_ FOURIER BOUNDARY INTEGRAL EQUATIONS FOR
BEM approach are evident. Discretization of the body re-AcousTICS
quires only meshing of the generator of the body with line
elements. Also, the cost of numerically solving the system of  The Kirchhoff-Helmholtz integral equation is a math-
equations is reduced because of a substantial decrease in #@atical description for the acoustic radiation of structures.
number of unknowns. The drawback of this method is theConsider a simple axisymmetric bodg (Fig. 1). The
increased complexity of both the mathematical formulationKirchhoff—Helmholtz integral equation for the pressi(e)
and numerical implementation of the method. at an observer point can be written &5

The computation of the circumferential integrésound
the symmetry axis of the boglgauses considerable numeri- C(x)- p(X)=f [p(y) aG(X’y)—G(x,y) &p_(y) ds(y),
cal problems for the implementation of the Fourier boundary S 2% 2%
element method. The integrand of these integrals can be sin- (1)
gular and has an oscillatory nature. Numerical values foy,
these integrals were obtained using Trapezium quadrature by
Akyol.! This method provided accurate results, but it was e
pointed out that the efficiency of the integral computation Gxy)= 47R(X,Y) @
needed further investigation. A different method for the com-
putation of the integrals was proposed by Soerfarkod @S the three-dimensional free-space Green’s function, and
Juhl? who reformulated the integrand and employediam-  C(X) as a coefficient depending on the positiorxof
specified series of elliptic integrals for the singular part of 0
the integral and Gaussian quadrature for the regular part. '

—ikR(x,y)

for x outside the acoustic medium,

The evaluation of the circumferential integrals is timec(x): 1,  for x inside the acoustic medium,
consuming and has to be done for each Fourier mode number I for x on the smooth surfacs of the
acoustic medium.
dElectronic mail: ard@wiw.wtb.tue.nl 3)
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surface

S:

L: body generator

x: observer point with cylindrical
coordinates (ry, 0y, Z¢)

y: surface point with cylindrical
coordinates (ry, 8y, z,)

v: surface normal

FIG. 1. Simple axisymmetric bod.

For any other position af on S for which there is no unique
surface normal, for example whenis on an edge or a cor-
ner, the value ofZ(x) is given by

( 1
Yar Jsaw (R(x,w dsty)

for the exterior acoustic problem,
C(x)={

ds(y)

1 0 1
C4m fsﬁ(re(x.y)

| for the interior acoustic problem.

4
The distanceR between the pointx andy is defined as
R(x,y)=|x—y|. The surface normal direction is directed
inward the acoustic mediurfsee Fig. 1

The geometry of an axisymmetric body with arbitrary
boundary conditions can be described using a cylindrical co-
ordinate systemr(,6,z). All variables then become functions

of the cylindrical coordinates, 6, andz, i.e.,
P(X)=pP(ry,0x,Zy),

e—ikR(x,y)

A7R(X,Y)
dS(y)=r, dé, dL,,

G(x,y)= =G(ry,0x,2y:1y,0y,2),

with (ry, 6,z and (y,6,,z,) as the coordinates of the

observer poinix and the surface point, respectively, and
dL, as the differential length of the generatoiof the body

aty. Because of the axisymmetric properties of the b&dy

|o<y>=n§0 [p} sin(né,)+p& cogné,)], (5)

P()=2, [Py siné,)+p; cosney], ©®)
with superscript* to discern the Fourier coefficients for the
surface pointy and observer point. Note that the Fourier
coefficients still depend on the coordinateandz, but the
dependence of pressugg on coordinated is expressed
through the sine and cosine terms of the Fourier expansion.
The other functions of Eq1) can be expanded likewise:

e IkR(x.y) *
— — S i
G(x,y)= A7R(xY) Z,O [K} sin(né,)

+K§ cogné,)], Y

a o]
a—s (y)Ep’(y):g0 [pn® sin(néy) +py° cognéy)],
®

G ., _i o
5, xY)=G (X,y)—n:0 [K}® sin(né,)

(€)

The Fourier coefficients in these equations are independent
of 6, but still dependent on thg, andz,. Observe that the
Fourier coefficients of the expansions of the Green’s func-
tion and its normal derivativé.e., K}, K5, K/*, andK/°)

are also dependent on all the cylindrical coordinates of point
X: Iy, 0y, andz,.

With the Fourier series description for the circumferen-
tial dependence of the acoustic variables, a modified form of
the Kirchhoff—Helmholtz integral equation can be obtained.
To that end, it is convenient to reformulate the Fourier coef-
ficients of the Green’s function and its derivative. The coef-
ficients are determined by the standard Fourier transforma-
tion rules, for instance,

+K; cogndy)].

1 fzw e—ikR(x,y)
s

an o msm(nﬁy)dey,

n=0,1,2,....
(10

By defining 6= 6,— 6, such thatdé=d6, Eq. (10) can be
written as

ko

sin(n( 6+ 6,))do.

1 2 efikR(x,y)
| 11

S:— —

Kn 7 Jo 47R(Xy)
With the aid of a trigonometric identity, Eq11) can be
rewritten as

1 o efikR(x,y)
s_T e "
K, p jo ARXY) sin(n#)cog nh,)do

1 2 e—ikR(x,y)
| 12

7)o ARy

p cogné)sin(né,)deé.

the variables can be expanded in Fourier series. This expaBecause simy) is an odd function o= and the remain-

sion was reported by Soenafkas follows:
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[0,27], the first integral of Eq(12) vanishes. Introducing

o efikR(x,y)
Hn:fo mCOS{ﬂﬂ)dﬁ, (13)
Eqg. (12) becomes
Kf,z% H, sin(né,). (14)

The cosine coefficient& of Eqg. (7) can be derived in a
similar manner:

1
Kﬁz; H, cogné,). (15

The Fourier coefficients of Eq9) can also be determined
analogously. Using

efikR(x,y)

27 9
H”:fo 5(%)001%)“ (16)

C<x>[mz_o[pﬁf sin(mé,) + pS cos(mexn]

27 * ©
- JLJO [nzo [p;, sin(né,)+p;, cos(ney)]} ><|

©

ffzw{z [p,Ssin(né,) +p;° cos{ney)]]x[

m=

Matching the terms on the left- and right-hand sides of Eg.
(20) and using the orthogonality properties for integrals in-

volving  sin{mé,)sin(na,), sin(mey)coshay) and cosfé,)

xcosfé,), the following expressions can be obtained after

integration overd 6,

CpS (%)= fL[pﬁHa—pASHnerdLy, (21

CO0ps (0= | TPSHA—pitHLIry L, @2

All functions in Egs.(21) and(22) are no longer explicitly
dependent on anglé When the Fourier coefficients of sur-
face pressure;, p; and its normal derivative,®, p,° are
known, the acoustic pressure at any observer poinside,
outside or on body can be expressed &see Eq.6)]

CO)p* ()= | 1 2 [pSHi—P,Halsin(ng,)
L n=0

+nzo [PrHL—Pr°Halcogn6y) (rydL, .

(23
When observer point is on the surface of bodg, Egs.(21)
and(22) can be rewritten as
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they can be written as

1,
Kis=—Hj sin(6,), (17)

1
K,’1°=; H/ cog6,). (18

The Fourier coefficients in Eq$5), (6), and(8) can be ex-
pressed similarly, for instance,

2

p(y)sin(né,)dé, (19

1
PA(Y)=—

and similar expressions f@S(y), pﬁ*(x), pﬁ*(x), p.S(y),
andp,°(y). By expanding all variables in Fourier series, Eq.
(1) takes the formwhere some of the summations take the
index m for clarity)

1
m§=:0 - H [ sin(mé,)sin(mé,) + cog mé,) cog mey)]] rydéydLy

20 % H [ sin(mé,)sin(mo, ) + cos(mex)cos{mey)]] rydeydL, .

20
[
Cp3(x)= fL[pﬁHa—prnerdLy, (24
C(X)pE(X)— JL[pﬁHa—prn]rydLy 25

(where the superscrigt has disappear@dThese modified
Kirchhoff—Helmholtz integral equations form an implicit ex-
pression for the surface pressure and its normal derivative. It
can be used to determine the boundary valuep afhen

p’ is known and vice versa.

II. COMPUTATIONAL ASPECTS OF FOURIER BEM

The solution of the Kirchhoff-Helmholtz equation for
axisymmetric structurefEq. (23)] can be obtained numeri-
cally by solving Eqs(24) and(25) using standard boundary
element procedures. The generatorof the axisymmetric
body is discretized and the geometry and acoustic variables
p and p’ are assumed to vary according to isoparametric
shape functions on the surface of the body. The discretiza-
tion of the body involves only line elements. The evaluation
of the integrals(4), (13), and (16) over the angular coordi-
nated has to be sufficiently accurate and efficient, to use this
method effectively.
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The possible singularities in the circumferential inte- e—ikR(e))
, (28)

grands of Eqs(13) and (16) are not the only difficulties in h'(6)= > (T(é’)
their computation. The cosine function in the expressions for
H, andH/ causes the total integrand to oscillate rapidly for

i ; -1
high Fourier mode numbera. Moreover, theR(x,y) *  yegpectively, which are in fact slightly modified forms of the
function in these integrals causes a_steep slope of the int¢r oa_dimensional free-space Green’s function from @J.
grand nea®=0 and¢=2a, when the distance betwe&rand 5 its normal derivative. Hence, to compute the integrals in
y is relatively small. Therefore, special attention should bethe expressions o, andH' we can use thath Fourier

. . . n n
paid to the gvaluatlon OT these mte_gralls. coefficient of the complex functioris andh’, respectively.
Calculation of the circumferential integrals consumes a |, sumerical mathematics. the algorithm normally used
major portion of the total amount of computation time for thé,. 4y efficient computation of the Fourier coefficients of a

Fourier boundary element method. The integrals need to b&:omple& function is fast Fourier transforFFT). FFT al-
computed often, and the calculation itself is computatlonallygorithr.nS are optimized for speed while their accuracy is un-

expensive. In general, the line integrals from E@®) or  jgected. Therefore, they are a good alternative for comput-
(25 _need to be computed numerlcally for egch FOL_mer har-mg the integralsH, and H!, but are generally more

monicn, for a number of observer poinis This requires a = g, hengive than most fixed point numerical integration rou-
value forH, andH, and thus two circumferential integral ynes  However, a significant advantage of the proposed
evaluations on each integration point of the line integral, for.| 1144 is that by one FFT, the Fourier coefficients of many
each Fourier mode number. In addition, applying fixed £ ier modes are calculated, whereas the fixed point in-

point numerical integration for these circumferential inte- o ation methods required an integral evaluation for every
grals, like Gaussian or Trapezium quadrature, requires Rourier moden

large number of integration points in circumferential direc-
tion to obtain sufficiently accurate resulthis is particu-
larly true for high Fourier mode numberswhere the inte-
grand evinces an oscillatory behavior. The long computation
times resulting from the application of fixed point integration racy.

methods as proposed by AkyblSoenarkd, and Juhi 2. Evaluation of the functionk [Eq. (27)] andh’ [Eq.

weaken the advantages of the Fourier BEM compared to th(aZ8)] on neer equidistant values of the parametein the
three-dimensional BEM. A solution to this problem will be interval [0, 2]

presented in the next section. 3. Fast Fourier transformation of the-=r computed
function values.
4. Selection of thenth terms of the calculated Fourier
spectrums
A. Integral evaluation based on fast Fourier transform which are numerical values for the integrélg andH . .
Numerical problems can occur wharcoincides withy
because the functions andh’ cannot be evaluated due to
the R™* singularity in Eqs(27) and(28). This problem can
be circumvented by taking surface integration pointhat
do not coincide with the observer poirtwhen the line in-
tegrals(24) and (25) are computed. Gauss-log integrafion
should then be applied for the line integrals because the
functionsh andh’ have logarithmic behavior near the sin-
gularity. Other methods proposed in literature to handle a
singular integrand use a technique of subtracting and adding
up the singular part of the integrand from the regular part,
1 (L nw resulting in a regular and singul&surface integral. Then,
Fo=— f f(x)cos(— x)dx special(analytica) integration techniqué§ are used for the
L)L L ; . . . :
singular integral, and ordinaizauss—Legendyéntegration
1 (2L nmw techniques are used for the regular part. To apply this tech-
f(X)COS(T X)dX- (26) nigue here, a special integration technique should be devel-
oped for the integral over a ring-shaped surface ofRhé
With x= 0 andL =, this shows that Eq¢13) and(16) are singularity. Thg integration region can be split up in an inte-
valid expressions of the Fourier coefficiertts, and H/, of gral over the circumference and an integral over a generator

An algorithm for the evaluation of the integrals in Eqs.
(13) and(16) using FFT requires the following actions:

1. Determination of the number of samplast needed
or computation of integralsl, andH/ with a desired accu-

For a sufficiently accurate and efficient evaluation of the
integrals(13) and (16) for H, andH,,, respectively, a new
method based on fast Fourier transfo(RFT) was devel-
oped. The integrands in the expressionsHgrandH/ con-
sist of a reasonable smoothut possibly singularfunction
multiplied by a cosine function. The integrand without the
cosine function is an even periodic function arouéd0
with a period equal to 2. Given an even periodic function
f(x) with period A_, the Fourier coefficients,, of this func-
tion are given by

L

the complex even functions: segment of the vibrating body. The circumferential integral
yields elliptic integrals of the first and second kihdut an
e kR(O) analytical solution for the integration of these elliptic inte-
h(6)= 4R(6) (27) grals over the generator segment is not available. Therefore,
this regularization method cannot be used here. It should
and however be noted that this is not a consequence of the pro-
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posed FFT method but a general result for all FBEM imple- 1.5
mentations.

The application of the method of computing the circum-
ferential integrals using FFT techniques is not limited to 1
acoustic problems governed by the Helmholtz equation. In

like manner, the new method is usable in non-acoustic Fou- g
rier BEM applications. The only condition to be fulfilled for T? 05
the kernel is that it has to be a periodic functionéof g '
-~
O -

B. Efficiency of the FFT method

Regarding efficiency, it is preferable that the number of
evaluations of the functionls(8) andh’(6) can be chosen =05
as low as possible, because this number is directly related tc
the cost of the FFT algorithm in particular and the cost of the
total method in general. The number of required evaluations
of these functions is determined by the desired accuracy ol 0.1
the FFT process. Signal leakage and aliasing in the Fouriel
transform process should be taken into account. This mean:
that precisely an integer number of periods of the periodic
functionsh(6) andh’(6) should be sampled, and that the
sampling frequency should at least be twice the highest fre-
guency present in the functions. The first requirement is eas:
ily met because we exactly know the period of the functions
h(6) andh’(6) which is 27 for axisymmetric structures. To
satisfy the requirements for aliasing, however, the frequency
content of functionsh(6) andh’(6) needs to be predicted
because it is not known beforehand. This is the topic of the -0.2¢
remaining part of this section. For numerical efficiency it is
desirable that the number of Fourier transform points can be 0 T m
written as 2 with f as a positive integer number. angle 6

A closer look at the functionk andh’ that are Fourier
transformed is illustrative to establish a reasonable expres- FIG. 2. Functionh for X=(5,0,0), Y=(5,0,0.2) anck=1.
sion for the minimum number of Fourier transform points

Neer required for each integral evaluation. A representativerhe same considerations can be made for the Fourier trans-
picture of the functiorh is plotted in Fig. 2. form of h/,, leading to the same parametetsandc,.

The steepness of the curve close®e0 and =2 is An expression for the minimum number of Fourier
determined by the ratio of the minimum and maxim#n  points is dependent on the characteristics of the integrands
(distance between the pointsandy), because of the factor h, andh’, which can be described by the parametersnd

Rfl in Eq. (27) for h. The ratioRma./Rmin Can serve as a ¢, So an expression forzer can be expressed as a function
dimensionless scale factor for the problem’s geometry. Thef those parameters:

rapid change in steepness of the curve for large values of this

ratio causes nonzero high-mode number components in the NFFT=NFeT(Cs:Co) = Ner(Rmax: Rmin . K) = Nepr(%,Y,K).
Fourier transform of the functioh. Therefore a sufficiently (31)
high number of Fourier points has to be used. Hence, a criFor an efficient application of the FFT method, an expression
terion for the minimum number of Fourier points neededfor ner can be developed for a desired accuracy. The ex-

angle 6

h (imaginary part)

should be a function of a steepness parameter: pression that can be derived is generally applicable for effi-
ciently computing integrals in Eq$13) and (16) with FFT
_ Rmax integration. For efficiency, it is also important to obtain a
Cs==—. (29 g : d .
Rmin relatively simple expressionggr, because it must be used

for each FFT based integral evaluation separately. Fortu-
The oscillations in the curves for the real and imaginary Parhately, a simple expression can be derived for practical ap-
are caused by the tereT *R(¥=coskR)—i sinkR) for large pication, as is illustrated in Sec. III.
numbers ok and/or a large difference between the minimum

and maximum value foR. Thus the criterion for the m_ini- C. Discretization process
mum number of Fourier points should also be a function of

an oscillation parameter: The boundary element method is applied for the discreti-
zation of the modified Kirchhoff—-Helmholtz integral equa-
Co=K(Rmax— Rmin) - (300  tions(24) and (25). Assume that the generatbrof body B
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can be discretized with, line elements and that each line A.pc=B.p'c 38

: e ) nPn=BnPn " (38)
elementi, hasn, nodes. The total number of nodes is de- c ‘o .
noted as,4. Thus the coordinatasandz can be expressed Wherep, andp,” are the column vectors containing thg,

in terms of the coordinates andz_of element node,  Ndal values ofpy and p;°. Thus, two matrix equations
. . . N n result, relating the terms of the Fourier expansion of the un-
using a piecewise polynomial approximation:

known variables to the Fourier coefficients of the boundary
Nn conditions. The matrix equations that describe the acoustic
(&)= Nin”(f)rin, (32)  radiation have to be formed for every Fourier mode number
=t " n that is present in the Fourier expansion of the boundary

Nn conditions.
2(5)2.2 Ninn(f)zin’ (33 When the solutiop for all boundary values is cqmputed,
ip=1 " the value of the Fourier terms of the pressure and its deriva-

tive for any surface or exterior point can easily be obtained
by applying an equation similar to E(B5) for pﬁ* and pﬁ* ,
substituting the calculated values fp§; i , Prii » Phii s

en en en

where N?”(g) are the f,—1)th order isoparametric shape

functions,¢ is the local element coordinate angis the local

node number. The boundary variableg, p,, p;. Ps, e . e Nie ! .

p’s, andp'® are also approximated using the same isoparaa”d Paii, - The resulting equation is an explicit relationship

metric shape functions as for the coordinates, thus on eldetween the acoustic variables on the surface of the radiating

menti., body and the acoustic variables at any other position in the
acoustic medium.

i (O= 2 N, (34)

where any of the boundary variables can be substituted follll' APPLICATION OF THE FFT METHOD

i (€), andy; ; is the value of the corresponding variable  The FFT based integration method was implemented in
on local node, of elementi,. Using this approximation in, the in-house acoustic Fourier BEM codARD to assess its
for instance, Eq(24), yields efficiency compared to a Gaussian quadrature based method
N n, L that was previously proposed. For the FFT method, an ex-
Siy) — s Nn / _ pression for the minimum number of Fourier pointgr was
COOP(x) i21 |in2—1 p“'E'”J—lN‘n(g)H“(g)r(g)J'e(g)dg developed. For a large number of parameters vatyasthe
range[1,2000 andc, in the rangd 0,1